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ABSTRACT

PRECISE METHODS FOR PRE-CALCULATION
OF CYCLOTRON CONTROL SETTINGS

by Richard Eugene Berg

A computer»program, SETOP, has been written which uses
measured magnetic fields and a pre-computed set of ideal
average flelds to determine "operating points" for the MSU
variable-energy, multi-particle cyclotron; to obtain a com=
plete set of operating instructions, the experimenter need
only speclfy the particle and energy of interest. Control
settings are computed in a straightforward sequence of oper-
atlons: (1) the fields at the desired excitation are syn-
thesized by interpolation in the measured field data, (2)
an average field is obtained using a modified least squares
fit of éhe desired average field by the trim coils, and (3)
the RF frequency is determined so as to minimize the energy
spread of the beam in a single turn at the extraction energy.
Independent numerical orbit studles were employed to investi-
gate important features of the separated longitudinal equa-
tions of motion as used in SETOé, and several diagnostic pro-
cédures were investigated using numerical orbit integration
to establish their validity under conditions oﬁtained»in the
MSU cyclotron. Finally, the results of experimental meas=-
urements of several dynamical‘beam properties are presented

which are in excellent agreement with pre-computed values.,
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INTRODUCTION

The Michigan State University cyclotron is a multi-particle,

varlable-energy machine with a maximum proton energy&of 56 MeVo
The low=spiral magnetic field cohfiguration, obtainéd through
model magnet studiesl, minimizes saturation effects while op=
timizing the radial average field contour for the desired range
of particles and energies, The RF system consists of two 134°
dees, and can be operated in either push-pull or puéh-push
modes over a frequency range of approximately 13.5 to 22 mega-
cyclesz, allowing acceleration of particles on any harmonic,
Maximum energ;es for typical particles are: 56 MeV protons,
28 MeV deuterons, 56 MeV alphas, 75 MeV 3pe?* ions, and 75 MeV
; 12Cu+ ions; a more complete survey of expected energy ranges
for various particles which can be accelerated using the MSU
cyclotrog is given in Fig. 1.

In the design of sector-focused cyclotrons, as well as in
other areas of physlcs, the computer has come to be an indis-
pensable tool, Indeed, a substantial amount of recent progress
in cyclotron physics would not have been possible without the
high=-speed digital computer. Early sectored cyclotron work
made use of numerical techniques to.approximate the magnetic
field of a given magnet configuration; later, numerical approx-
imations were used to determine orbit properties in more de-
tail3,’ In most cases, operation of these early machines was
accomplished by relatively simple "knob~twiddling" techniques.,
However, with the increasing desire of cyclotron builders to

obtaln variable-energy and multi-particle features in a single



*snipea tefaded 48 uojjoeasxe Furddiazs ysIm
UOT3BISTS008 UOT Uafoapiy oAT3BIOU Julsn £q psutesqo age suojzocad A£3a9us a3BIpawaajul fwag
~sAs Ja ay3 Jo o¥umd 3UTung aYyj SPISINO SBAIR 23BOIPUT Spueq Kewapn uUOIZOTOLD ASK U3 Lq
Po3BIST 9008 8Q UED UYODTUM S3TOT34Ed Snojaea J0] Adousnbaal Te3TqI0 snsada ABasuyg T 8an3T4

l‘ll.os:»ucoavo._u_o:?_o
ot 6 8 L 9 ]

114 0e

ol

-]

oz

og

o¢

0$

09

0l

[¢1:}

06

00!

ozl

ovl

AN)
ABJau3



machine, as well as the desire to obtain higher energles, a
vastly more complicated program including model magnet measure-
ments and detailed orbit computations became necessary to.in-
sure adequate operation of the final machine, Introduction of
these diverse features and the concomitant complexity in the
cyclotron hardware require extensive computer use béth in the
design of the"cyclotron and in setting up the operation of the
machine, With the powerful computer programs now available
essentlally all aspects of the beha&ior of orbits in cyclo=
trons can be observed and understood.,

The computer has been used extensively at Michigan State
University in the development of most of the basic cyclotron
components, most notably in the central region, electrostatic
deflector, magnetic channel, and beam handling system as well
as the magnetic fieldu’5’6’7o In the case of the MSU cyclotron,
the resulting control system includes roughly twenty variables
which must be set with varying degrees of precision in order to
obtain successful acceleration of barticles to the extraction
radius, namely main magnet excitation, trim coil excitations,
RF frequency and voltage, valley coil first harmonic amplitude
and phase, as well as parameters dealing with the central re-
glon and extraction system. In this paper techniques are pre-
sented for determining proper settings for all controls except
those for the central region and extraction system, which have
been discussed elsewhere8’9°

Optimally, any calculation of operating values  for the

various controls should provide the best beam characteristiés



possible within the iimits of accuracy of the necessary meass=
urements, where the best beam is defined as that with minimum
energy spread at extraction possessing adequate optical pProp=-
erties, Computations predicting operating points for varig-
ble=energy cyclotrons have been performed previouély, most noe
tably those using a linear programming method through which
trim coils, main field, and RF frequency and voltage may be
simultaneously adjusted subject to constraints on various beam
parameters such as axial and radial focusing frequencies and
the phase of the particle with respect to the RF voltagelo.
This work deals with computation of cyclotron operating points
for a multi-particle, varlable-energy cyclotron such as the
Michigan State University machine,

Preliminary to the final computations of operating condi-
tions, an extensive set of magnetic field measurements was
performed. A single computer program has been compiled which
uses the measured magnetic field data and pre-computed ideal
average flelds to obtaln operating points in a straight forward
sequence of operations. Behavior of orbits in fields computed
by the operating point program has been investigated theoreti-
cally with independent orbit integration programs, and the re-
sults of the two methods of computation are in good agreement.
Results of a number of such studies are presented herein, Fi=
nally, beam dynamical properties ha§e been experimentally meas-
ured and are found to be in excellent agreement with the com=
puted values., |

The approach toward computation of cyclotron operating

points used at MSU is substantially different from the previous



work at other instltutions; this difference in approach is par-
tially a result of the desire to obtain single turn extractionl1
and the stringent requirements which this method of operation
places on the various operating parameters,

With the MSU procedure a great deal of effort is invested
in setting up an optimized average field called an "ideal
field", previous to the actual operating point calculations.
At each of the measured main field excitation values, a set of
ideal average fields 1is pre-computed for each of the desired
.particles. The procedure used to obtain these ideal average
fields 1is to first compute isochronous fields, then to intro=-
duce small deviations from isochronism to obtain desired beam
properties for each field individually and collectively for
each particle with respect to vdfiable-energy operation., In
setting up an operating point, the cyclotron field is adjusted
or trimmed to conform to the ideal shape by a set of circular
correcting coils, Required currents for the various colls are
computed using a modified least squares procedure described in
detail in Section 4., Results show that such a program for ob=
taining a fitted field yields beam properties for the fitted
field which are essentially identical to corresponding proper=
ties:in the ideal field.

Fields at intermediate excitation values at which magnetic
fields have not been measured are obtained by interpolation in
both measured fields and idéal flelds, Criteria for an adequate
interpolation scheme have been set up, and various échemes de=
vised to meet the criteria have been investigated, and are dis=-

cussed 1n Sectlion 3. The scheme which best satisfies Fhe re-



quirements is a double three-point Lagrangian interpolation
with provision for a weighting factor which forces continuity
of the flrst derivative of the magnetic field with respect to
main magnet excitation.,

Linear orbit properties of the fitted magnétic fields are
investigated by computing sets of equilibrium orbits (using
the MSU equilibrium orbit program) covering the entire energy
range for that field, Inspection of the equilibrium orbit data
reflects the adequacy of the interpolation and field fitting
procedures in terms of the requirements on the radial and
axial focusing frequencies and the phase history. Typical re-
sults are presented in Section 7. The extraction energy, ob=-
tained from the equilibrium orbit data, is defined by the geom-
etry of the magnetic field in the edge region and the position
of the entrance to the electrostatic deflector, With the energy
set the dee voltage is fixed to vyield a uniform 220 turn orbit
geometry for all particles at all extraction energies,

Finally, using decoupled longitudinal equations of motion,
an RF frequency correction is computed which minimizes the en-
ergy spread of the beam at the extraction energy. Thls proce=-
dure is quite similar to the more familiar computation of a
frequency which balances the phase history curve about zero de=
gree512s but has the advantage of more precisely minimizing the
energy spread of the extracted beam. Also, for comparison with
other calculations, the longitudinal equations of motion are
integrated to obtain the phase-energy history of the-beam as a
function of turn number, |

Detailed discussion of methods and procedures outlined



above are presented in following sections, along with other in-
formation pertaining to the operating point computation, Dis=-
cussion of results of such calculations is presented both indi=
vidually and collectively with particular emphasis on the ate
tainment of an accurate method for continuous energy variation,
Section 8, in addition to surveying beam measurements,
gives results of detalled comparison of computed and measured
beam properties, with emphasis on use of the computer as a di-

agnostic tool.



I, MAGNETIC FIELD MEASUREMENTS

Magnetic field measurements on the Michigan State University
cyclotron and analysis of the data obtained have been described
in an MSUCP report13, and will be summarized here to the exﬁent
necessary for understanding of subsequent material.

A thermoelectrically-cooled Hall probe with an accuracy of
better than 5 parts in 100,000 was employed for the magnet meage
urementsluo4 The Hall voltage was amplified, and digitized by
a voltage=-to=-frequency converter and a frequency counter, and
the resulting data punched automatically on cards; random error
in the complete measﬁring»system was kept below 1 part in 10,000,
Using a deuteron NMR probe to monitor the field during all meas-
urements, the magnet drift was observed to be less than 1 part
in 10,000,

Measurements were made on a polar grid of points of one
inch radial spacing at four degree azimuthal intervalsls. The
radial position was in most cases correct to within 0,001
inches, while the azimuthal position was controlled to about
0.005 degrees., The absolute azimuthal position was reproduci-
ble to within 0.005 degrees.,

Varlable-energy, multi-particle operation of a cyclotron
imposes stringent demands on the accuracy with which_the ma g
netic flelds must be known over the entire excitation range of
the magnet; magnetic field elements for the MSU machine consist=
éd of the main magnet, eight pairs of concentric circular trim:
ming colls, and a set of identical first harmonic coils located

in each magnet "valley" near the position of the maximum average



9
field (or; equivalently, at the Vo T 1 resonance). It is nec=-
essary to measure the magnetic field at a number of excitations
with spacing close enough to allow accurate interpolation of
the field at intermediate excitations. The time required for
a comblete set of magnet measurements imposes a practical upper
limit on the number of excigations at which the field can be
measured. (In the case of the MSU measurements, one complete
measurement scan—-R = 0, 1, 2, ,..,.46 inches, & = 0°, 4°, 8°,
o,.,.360°-——required a minimum time of sixteen hours.) In the
light of these fequirements, the field of the main magnet was
measured at seven approximately equally-spaced magnetic field
intervals covering a range of average fields between 6 kilo-
gauss and 15 kilogauss. - The adequacy of this procedure was
verified by interpolating to obtain the field at an excitation
where it had also been measured. Differences between measured
and interpolated field components are typically of the order of
a few gauss out of 10,000 gauss, which is sufficient accuracy
for present computations. (The accuracy should;in fact, im=-
prove, since the céntral interval for this check is twice that
used in computing interpolated fields for orbit studies.)

‘A Fourier analysis was performed on the main field data at
each measured radius, and the effective median plane magnetic
field expressed in terms of the Fourier components <B(r,e)>,
H3(r), G3(r), He(r), Gg(r), Hy(r), Gy(r), hy(r), and gl(r),'

where:

3
?(r,e) a <B(r,6)> +n£1FH3n(r)cos3ne + G3n(r)sin3n9]

+ hl(r)cose + gl(r)sine, (1-1)



10
or, alternatively, in terms of the Fourler amplitudes B,:

ic

' 3
B(r,0) = <B(r,6)> + ) B3n(r)cos3n(e-63n(r))

n=1
+ bycos(8=s,(r)), (1-2)
where:
B, (r) = MiZ(r) + 62 (r), (1-3)
and:
Gi(r)'

. (1-4)

1
6i(r) = T Arctan

Hi2r5

The seven sets of maln magnet average field components
<B(r,0)> were "smoéthed" by a graphical procedure to within
about 5 parts in 100;000;,this procedure was chosen instead of
a numerical device because it allowed discrimination against a
known systematlic error in the positioning device used in the
measurements while rendering other data points unchanged. (See
Reference 13 for details.) It was not necessary to apply any
smoothing procedure to the flutter components since the effects
on orbits due to the errors in the flutter smoothness are neg-
ligibly small. Studies showed that sufficient detail in the
orblt properties could be obtained with a truncated Fourier rep-
resentation consisting of only the average field, third, sixth,
and ninth harmonics. Since the behavior of orbits in the vi-

cinity of the v, = 1 resonance depends very sensitively on the



11

magnetic field first harmonic and its derivative, it was nec=-
essary to carefully smooth these functions. The cosine and
Sine components of the first harmonic at each measured main
magnet excitatlon were smoothed by least square fitting with
Legendre polynomials, with a resulting RMS deviation between
measured and fittedAcomponents of about 0.1 gauss. (The am-
plitudes of the first harmonic components are typically of
order one gauss over the accelerating region of the magnetic
field, while the average field varies from six to fifteen
kilogauss.,) The reéulting smoothed average field, flutter
amplitudes, ‘and first harmonic components (alternating mease
ured fields spanning the range of excitations) are shown
respectively in Figs., 2, 3, and 4, The measured first har-
monic data are also shown in Fig. 4 to show in detail the ef-
fect of the smoothing procedure,

Previous measurements have shown that the incremental
magnetic fields of circular average field trimming coils such
as those of the MSU cyclotron are strongly dependent on the
main magnet excitation, or equivalently, on the degree of
saturation of the magnet pole tips, Therefore, it is neces-
sary to measure trim coil fields at several main magnet ex-
citation values in order to obtain an adequate representa-
tion of the trim coil fields over the entire excitation range.
However, since the average field profile of a given trim coil
changes quite smoothly with main magnet excitation, and thg
total contribution of all trim coils together nevef exceeds

about three percent of the final average field in the case of
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the MSU machine, 1t was not necessary to measure the trim

coll fields at as many main fleld excitation values as were
necessary for main field measurements. It was also determined
to be unnecessary to perform measurements using combinations

of trim coils, since coupling phenomena arising from changes in
iron saturation due to trim coil fields are small compared to
the fields themselves., A linearity check of the trim coil
field as a function of current in the trim coil at a given main
field excitation value showed that any non-linearity was unde-
tectable with the measuring apparatus used over the entire cur-
rent range Jf the trim coil power supply (=200 amps 212200
amps); therefore, each trim coil field was measured at only a
single trim coll current setting. Trim coil fields were ob-
tained at four main field excitation values using alternate
single=sector (120°) field scans with the trim coil on and off
respectively, and Fourier analyses performed on the incremental
fields as a function of radius. Because the flutter components
of the trim coil fields are small compared to the main field
flutter and since irtroduction of trim coil flutter flelds subw-
stantially complicates the computational procedure, flutter
components of the tfim colils were neglected in all ensuing cal-
culations., (The amplitude of the third Fourler Harmonic for
any individual trim coil reaches a maximum of less than 1% of
the main field third harmonic for typical values of trim coil
current.) In a manner similar to the main field, the trim coil
average fields were smoothed graphically to withih about one

gauss per 100 amps, where typical trim coil currents range, in
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most cases, below 100 amps, as will be discussed later, Flgures
5 and 6 show the incremental fields of the trim coils as a funce
tion of radius for each of the measured main field excitations,
In addition to the trimming coils which are concentric with
the magnet pole, each valley of the magnet contalns a small cir-
cular coil centered at a radlus of 27 inches and used to control
the first harmonic in the vicinity of the v, = 1 resonance., The
fields of these coils were found to closely approximate that of
an alr-core coil, with little change with maln magnet excita=-
tion; thus it was deemed necessary to make fleld measurements
for these vailey coils at only two main magnet excitation val-
ues. A Fourler analysis of the incremental effect of the valley
coil ylelded the first harmonic sine and cosine components of
its magnetic field. All other components were discarded; the
coils are used with the algebraic sum of their currents equal
to zero and thus produce no net average field component; other
harmonics were found to be extremely small. Since the phase an-

gle §, of the first harmonic is relatively constant, a simpli-

1
fying procedure was introduced in describing the valley coil
first harmonic by a cosine component centered about tﬁe aii-
muthal position of the coil and thus possessing no spiral com-
ponent, with a radial profile given by the measured cosine com=-
ponent. The data were smoothed graphically to within a few
tenths of one gauss per 100 amps in the valley coll; the resulte
ing radial profile of the valley coil first harmonic at both of
the measured main field excitations is given in Fiée Te

The resultant data were combined with ideal average fieilds,
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obtained as described in the following section, to yleld a
"master" field deck, the data appearing as follows:
(1) Main magnetic field data at each of the seven meas-
ured main field excitations:
(a) Proton ideal average field.
(b) Deuteron ideal average field.
(e) 12CM-ideal average field.
(a) 3He2+ ideal average field.
(e) "Heavykion" ideal average field.
(f) Main magnet raw average fleld.
(g} Flutter field Fourier components H3, G3, Hgy Ggo
Hgs Ggs
(h) First harmonic Fourier components hl, gy
(2) Trim coil data: average field of each trim coil at
each of the four main field excitations at which it was meas-
ured, .
(3) Valley coil data: first harmonic components of one

valley coil at each of the two main field excitations at which

it was measured.
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II, COMPUTATION OF IDEAL AVERAGE FIELDS

In order to use the method described herein for the com=
putation of operating points, it 1s necessary to obtain ideal
average flelds which possess good beam properties; this section
outlines the aims and general procedures involved in the com-
putation of ideal average fields, then describes in detall the
methods used,

Ideal fields can be defined in terms of their focusing
properties, and their ability to keep the particles in phase
with the RF accelerating voltage over the entire acceleration
range; the focusing properties are described primarily by the
small amplitude radial and axial focusing frequencies, These
frequencies, Vo and v_, are related to the magnetic fields and

z
their derivatives by the approximate fornmlaslG:

' 2
2 _ (%r - R_ d<B>
Vp T ( w) R rar: - ' (2-1)
2 Yz 2 R d<B»> 2

where ., and w, are the angular frequencies of the small radial
and axial oscillations, w is the particle orbital angular fre=
quency, R is the average radius, o is the magnetic field spiral

angle, given by:

tana = R R * - (2=3)
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where & 1is the angle of the peak hill field, and F 1is the flut-
ter function, defined by:

T A e (2-1)

where <B> is the average magnetic field Fourier component and
the Bi are the magnetic field Fourier amplitudes defined by
equation (1-3). The phase history of an accelerated particle
may be related to the magnetic fleld (see Section 8 for more
complete depivation) by the approximate equation:

R
2nqw

sin¢(R) = sin¢(o) + — 2 j[BI(R) - <B(R)>]RdR, (2=5)
1

o

where the phase ¢ 1s defined by:

¢ = ®:p = ®particle °? (2-6)

and q is the particle charge, g is the RF angular frequency,

El is the maximum energy gain per turn and BI(R);is the isoch

ronous average field.

Equations (2-1), (2-2), and (2-5) are given here only as
approximate guides to aid in understanding the procedure used
to obtain ideal fields. In practice, numerical integration of
the complete equations of motion 1s used to obtain precise
values of these functions, as is described later.

From equations (2-1), (2=2), and (2-5) one notes that the
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radial and axial focusing frequencies depend dominantly on

the average fleld gradient whereas the phase history 1ls deter=
mined dominantly b§ the average fleld alone. For the MSU
cyclotron the following general criteria are placed on thesé
functions:

(1) axial focusing frequency: v, should rise as rapidly
as possible from the center of the machine to a value of about
0.2 and remain relatively constant over the acceleration range,
until the field edge begins. In no case should v, dip below
a value of 0,1,

(2) radial focusing frequency: v, should rise above unity
as rapidly as possible from the center of the machine. In the
edge region Vo should drop rapidly through the v, = 1 resonance
to prevent excessive growth of rad;al amplitude and allow a
well-controlled resonant extraction System. Also, to simplify
extraction the ra¢ia1 dependence of the radial focusing fre=-
quency in the edge region should be constant as a function of
main field excitation thus ylelding uniform orbit precession
in the extraction region, which greatly eases difficulties in
computing extraétion parametersgo ‘

(3) phase history: The phase should in general be kept
as small as possible. However, it 1s acceptable to allow
phase excursion up to about 45° when necessary to obtain ade-
quate axial focusing and the desired extraction energy.

The steps used to obtaln flelds satisfying these require-
ments can Be summarized as follows:

(1) Noting that the flutter is a fixed pfoperty of the pole
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face configuration (in the absence of flutter coiis), the isoch-
ronous average field for a given ion is unique and can be calw
culated., Since the isochronous field autqmaticaiiy satisfies
criterion (3) above, a first approximation to the desired ideal
field was taken to be the 1sochronous average field, Joined
smoothly to the edge field at the radius of the peak average‘
field, Given this first approximation field, the focusing
frequencies were computed and inspected.

(2) For all fields, 1t was deemed desirable to increase
the axial focusing at the center of the cyclotron more rapidly
than could Le obtained due to the rise in flutter alone, This
problem had been anticipated in designing the pole tips, which
were arranged to provide a focusing gradient in the average
field in the central region, (See Fig. 2.) This natural fo=
cusing shape of the average field, conventionally referred to
as a field "cone"l7, was effectively included in the ideal
fields by the simple device of omitting the region of radius
less than 5 inches from the fitting process, Such a cone re-
sults in a relatively large phase shift per turn, but this is
acceptable because of the small number of turns in this region,
Furthermore, the phase shift is useful in that it introduces
desirable behavior into the phase history on the first few
turns—to obtain large first order electric focusing on the
early turns, it is customary18 to start the particles at a
phase of between 30° and 400; the done then shifts the phase
to a value favorable for acceleration., (The cone also intro=-

duces a dip in the radial focusing frequency followed by a rise
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through Ve ® 1. It has, howevér, been observed in computer
studies and later experimentally with the cyclotron beam that
passage through this resonance is not harmful to the beam if
orbit centering is correct and the traversal occurs in a rel-
atively small number of turnsl7.)

(3) For proton fields of 40 MeV final energy and higher,
axlal focusing was inadequate from about 25 to 27 inches.
(This problem resulted from the extension of the maximum en-
ergy from 40 to 55 MeV by increasing the effective radius afe
ter the flutter had been fixed for 40 MeV maximum energy. )

For these High-energy protons the flutter was insufficient to
compensate for the strong axial defocusing term introduced by
the rapidly rising isochronous average field. It was, there-
fore, necessary to introduce carefully gauged deviations from
isochronism in these fields to reduce the defocusing average
field gradient. ~

(4) Finally, it was necessary to vary the ideal fields at
some excitations to obtain the desired uniform radial focusing
frequency in the edge region (to simplify the calculation of
extraction parameters).,

The remainder of this section will describe in detaill the
computations necessary to obtain a complete set of 1deal aver=-

age fields.
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2.1 Computation of Isochronous Fields

Por each of the measured main magnetic fields, an 1soch-
ronous fiéld was computed for each of the standard particles
mentionedl9. This isochronous field is computed out to the
radius of the peak average field (see Fig. 2), where it is
joined smdbthly to the field in the edge region, The fact
that the isochronous average field is Jjoined to the maln mage
net average field in thils manner considerably reduces the load
on the trim coils while allowing an extremely accurate fit,
since the magnitude of the resulting field correction required
from the trim coils is in general a monotonically decreasing
function of radius, with no changes of sign, going to zero at
the position of peak average fileld.

The isochronous fields are calculated with the computer
program "POLICY" using an analytical procedure which requires
only knowledge of the flutter fields and the charge and mass
of the desired particle. The method (developed by M. M, Gordon)
makes use of the fact that the isochronous average fleld BI(R)

as a function of radius can be expressed in terms of the mo=-

mentum through the relation:

qRBI(R) ‘ 85
- = p(l - —5) R (2=7)
o p

where q and M are the particle charge and mass respectively,
p is the momentum in units of M e, and §, is a function of the

flutter.field and its derivatives. Another useful relation is:
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A
v = Rw(l ¢ _é.) , (2-8)
b/
where v is the particle velocity, w is the orbital angular
frequency, and 61 is a function of the flutter field. The
isochronous field is normalized by choosing its value to be
the value of the peak aVerage field at the radius where the
peak occurs, Equation (2-7) is used to obtain the momentum
P, which 1s used in turn in equation (2-8) to obtain w., The
isochronous frequency is taken to be this frequency, and a
20

set of self-consistent "cyclotron units" defined” : fre-

quency unit w3 length unit a = c/wo; magnetic field unit

o Moc ) Mowo

qa q
in some program results. The RF frequency, in particular, is

o These units are primarily used internally

related to the frequency unit: = hwo where h is the RF

YRF
harmonic number,

The isochronous field is computed working inward: p 1s
evaluated by solving equation (2-8), and the resulting value
used in equation (2-7) to obtain‘BI(R)o The central field 1s
taken to be equal to the cyclotron field unit b, To insure a
smooth transition between isochronous field and edge field,
the field at the transition radius 1s re=-computed using four-
point Lagranglan interpolation in the four neighboring points,

gets of isochronous fields for the standard particles
are shown in Figs. 8 and 9 along with main magnet average
fields for two widely varied main field excitations (25 MeV

and 52 MeV protons). ‘Analytical error in the lsochronous

field computation results in a phase lag or lead per revolu-
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tion which is typically less than two parts per 10,000 over
the field region which is isochronized. Note that the mailn
magnet has been designed to possess an average fleld whose
increase with radius lies between the extremes needed for
acceleration of the various particles thereby reducing overw
all trim céil loads, Also, note that the isochronous field
in the central region decreases with radius due to higher
order effects involving the flutter gradient; this drop ex-

tends over half radius in the case of the heavy ions,

2.2 Axial Focusing Correction

For the high-energy proton fields it was necessary, as
indicated previously, to de-isochronize the field to obtain
axial focusing. The following equations are given as a gulde
to aid in understanding the method used. Approximations are
used to initially obtain the average field correctionj the
validity of the approximations is then checked by exact com=
putations using the equilibrium orbit code.

From before:
v = - k(R) + F(R)[1+2tan®a(R)], (2-2)

where:

k(R) = T ' (2=9)
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The isochronous average field can be approximated by the func-

tion:

<B(R)> = i (2-10)
/l-vz/c2

where v is the velocity of the accelerated particle and b is
the cyclotron field unit., For high-energy particles the
isochronous average field rises so rapidly with radius that
v, becomes imaginary, i.e., the field is axially defocusing.
This unacceptable feature can be corrected either through use
of flutter ‘coils or by reduction of the average fileld gradient
from the isochronous value. Because flutter coils are costly
and difficult both to install and to operate, as well as ad=-
ding additional complexity to the necessary magnetic field
measurements and computations, a change of the average fields
was preferred for these cases. The limits placed on such a
procedure are that the de-isochronization must not be so se-
vere as to yield large phase deviations (greater than t MSO).
Since in the first approximation the axial focusing frequency
depends on the gradient of the average fleld, while the condi=
tion of isochronism depends on the average field alone, rela-
tively large variations can be made in the axial focusing
frequency while producing less significant changes in orbital
frequency.

The following procedure for adjusting v, was devised and
programmed by M. M. Gordon and W, Joho2lc Assuming that the

flutter is, in the first approximation, independent of‘average
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field, equation (2-2) may be written as:

v = - k(R) + A(Rg , (2-11)

<B>

where A(r) is independent of average field. Defilning u = <B>2,
and using primed variables to indicate the desired values for

v, and the average field gives:

4wy = - 2 o2 22
i (u'=u) - g [vz (ut=u) + u(vz -vz) 0 (2=12)

This can be rewritten as:
%% = p(R)y + q(R) (2-13)

where p(R) and q(R) are known functions of the old and new
axial focusing frequencies., Solution of the differential equa-
tion for y=1ﬁ-u=<B'>2-<B§2gives the correction to the average
field necessary to produce the desired A A corrected field
was calculated over the range of radii where the axial foéus-
ing was insufficient. Smooth connection of the corrected aver=
age field to the isochronous average field was accomplished at
the outer radius by means of the starting conditions chosen

for the integration. The average field below the corrected
region was joined smoothly to the cbrpécted'region by scaling
the isochronous field for all radii inside the corrected re=-
gion.

An example of such a calculation 1s shown in Fig. 10 for
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the case of 52 MeV protons: part (a) shows the isochronous
average field and the new average field resulting from correc-
tion of the axial focusing frequency of the isochronous fleld;
part (b) shows the axial focusing frequepcy of the isochronous
field and that of the corrected field; part (c) shows the sine
of the phase slip of an accelerating particle versus radius
for a starting phase of + 30° for both the isochronous field
and the corrected field. The RF frequency in each case has
been adjusted to minimize the energy spread in the beam at

the extraction energy of 52 MeV., Both the axial focusing fre=-
quencies amd the phase history data were obtained from the
equilibrium orbit code.

The results indicate that this relatively simple procedure
is quite adequate as an alternative to the use of flutter
coils. The resulting field is satisfactory as regards all of
the criteria stated in Section 2; in addition, the energy
spread at extraction is kept within desired design limits and
the phase of the particles with respect ;p thé RF voltage at
the extraction energy is kept small enough to retain ideal ex=

traction properties.

2.3 Radial Focusing Correction

It is convenient in determining extraction parameters
for the radial oscillation frequency to be a "similar func-

tion" of radius in the edge region for the entire range of
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magnetic fleld excitations. This feature yields similar or=-
bit geometry for all final energies as the beam passes through
the v, = 1 resonance, rapidly gains a large coherent radlal
osclillation, and continues to accelerate and precess out to
the radius of the electrostatic deflector, Although the mage-
net was designed to minimize this variation in field shape
with excitation, it is desirable to obtain more exacting cone
trol over Vo in the edge region than results from the flrst
approximation ideal fields,

As the excitation 1s increased, slight saturation of the
magnet polé face causes the peak position of average field to
move inward, which results in an earlier dreop of Vo through
the v, = 1 resonance., The rapid decrease in Vo with radius 1is
increased by the fact that the field gradient is higher at the
‘higher excitations. Thils situation is 1llustrated in Fig. 11,
‘which shows vV, as a function of radius in the edge region for
the seven measured magnetic flelds, using the first approxiw
mation ideal fig}ds. It was desireq to extract where v, = 0.8
however, the variation in radius of v, = 0.8 in these fields
'is greatervﬁhanll/Z inch., At the same time the position of
peak field, and thus the position of the v, = 1 resonance,v
varies by dvef oﬁé inch, Because ext;actipn problems areAmoré
severe at higher energ1es, the extfaction system was designéd
ion the basis of the high fielés; lower fields were then variled
so that the v, curves obtaineg propertiés similar to thoée of

the higher flelds, This cholce possesses the further advan=-
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tage that the additional load on the trim coils is more easily
produced at lower excitations, where the field per unit cur-
rent 1s substantlally greater,

Two approaches were attempted to obtain this correction.
The first trial involved using the trim colls to force the
average field to drop more rapidly in the edge region. Howe
~ever, this leads to the undesirable feature of a crossover in
the sign of the desired trim coil field, This is both ex-
tremely difficult to fit and costly in terms of the trim coil
power needed, Within the limits placed on the trim coil cur-
rents, it was not possible to accomplish a detailed fit such
as is necessary to lower Vo to the desired value of 0,8 at
the extraction radius without substantially decreasing the
radius of the v, = 1l resonance as well,

It was possible, however, to obtain the desired behavior
by another device, Using the trim coils, the average field
can be ralsed slightly above its isochronous value uniformly
over the range of acceleration, then alloWed'to drop off
sharply with radius slightly before the natural turnover of
the average field. In practice the new 1deal average field
was obtained by scaling the interior.average field, allowing
it to drop off before the natural turnover, joiniﬂg smoothly
to the edge field., This retained the desirable feature of
having no changes of sign in the trim coil fields while in-
creasing the over-all trim coil load only slightly. An exe
ample of such a field variation is shown in Fig. 12 for the

case of 25 MeV protons. The isochronous average field is-
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shown along with the new average field, and the resulting Vo
curves for each, This‘changekrgdﬁced v, slightly by réising
'the average fleld, and effectively redefined the frequency,
but in no case did resulting properties violate any of the
criteria of Section 2. Another result of this field change
in this case was increase of the final energy to about 25,5
MeV, PFigure 13 shows the resulting v, VS, R curves for the
corrected fields, corresponding to those of Fig. 11 for the
uncorrected fields.

Extraction studies have been made on the resulting fields,
and data for 25 MeV and 52 MeV protoné have been publishedg.
These results show striking uniformity in all respects, vast=
ly simplifying the process of computing desirable extraction

parameters.,
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ITIT. MAGNETIC FIELD INTERPOLATION

In order to obtain continuously variable final energy,
it 1s necessary to use interpolation to obtain fields inter-
mediate to the measured magnetic field data; the interpolated
fields at each exciltation are then used to obtain an operating
point at that excitation,

The following general criteria were considered in obtaine
ing an acceptable method of interpolation:

(1) The median plane fields and their derivatives should
be continuous and monotonic functions of excitation., The re-
sulting field curves should be free of the "wiggles" character-
istic of polynomial interpolations.

(2) Optimum use should be made of the accuracy with which
the péasured field data are known. An interpolation scheme
should not change the known field data beyond their known er-
rors; preferably it should render known values unchanged.,

(3) The resulting fields should provide good orbit prop=-
erties for accelerating particles; in particular, the inter-
polated ideal fields should meet the criteria stated and dis-
cussed in Section 2 for radial and axial focusing and phase
egxcursion.

(4) The interpolated fields should correspond as closely
as possible to the behavior of the actual magnetic fields, If
possible, it 1s desirable to have independent computational
checks of the resulting fields as well as experimental means

of ascertaining the accuracy of an interpolation scheme,
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(5) The resulting scheme should be as simple as possible;
it should be fast and well-adapted fé;_usa on a computer due
to the large number of interpolations whlch must be performed
for each set of fields,

It also seems desirable that as little of the data as
possible should be used in defining a particular intermedlate
result——due to the complex dependence of the saturation of
the iron as a function of excitation, it seems reasonable to
suppose that use of the data for low excitations, for example,
would be of little aid in determining fields at the high ex-
citation values,

Among the procedures considered were various order
Lagrangian polynomial interpolations, various types of spline

interpolation22

, and interpolation using polynomials obtalned
from fitting the data, which redefines the measured points as
well as intermediate values by passing the best least squares
curve through the data., Unfortunately, strict Lagrangian poly=-
nomial interpolation results in appearance of the ubliquitous
polynomial wiggles, especially when high-order interpolation
is used, For example, use of four-point Lagrangian interpola-
tion to obtain trim coil average fields often results in dis=
tinct wiggles characteristic of a cubic polynomial, thereby
introducing both unphysical field data at intermediate exci=-
tation values as well as discontinuities in the fileld deriv-
atives at the measured field points, Therefore, it is desir-
able to reduce the number of points used in such a procedure

as much as possible,
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Use of fitting procedures to "smooth" measured data as a
function of excitation yields an arbitrarily smooth curve, but
results in the objecticnable feature of changing the measured
data, Although there are certain errors in the measured field
data, and other methods both retain these errors and propagaﬁe
them in the interpolated results, it seéms questionable that
fields corrected by introducing a low=order smoothing proce-
dure are better than the measured data as far as corresponding
to physical reality, Furthermore, such a procedure is both
space=consuming and time=consuming since it introduces addi-
tional variables into the calculation,

Various types of spline interpolation were rejected since,
because they are relatively sophisticated smoothing procedures,
in general they introduce unnecessary complication into the
calculation, with questionable improvement in the accuracy of
the Interpolated data when the accuracy of the measured data
is considered.

In the light of the given objectives, the chosen scheme
(suggested by M, M, Gordon) was a double three=point Lagranglan
interpolation formula, with added provision for forcing cone
tinuity of the field derivatives with respect to excitation.
Given the function f(xi) for 1 =1, 2, 3, 4, the function f(x)
and x

for an arbitrary x lying between x 3 can be calculated

2
as:



by

where flower(X) and fupper(x) are given by three=point

Lagrangian interpolation:

- X=X
X=X \
= Y L ii -
fuppe={) 12213, 152,38 (xiaxj> lxg) (3-3)

One limitation on this procedure is that it cannot be
used in the extreme intervals of the measured data points,
Therefore, gtraight three=point Lagrangian interpolation has
been used in these regions in order to join the data smoothly
while introducing a minimum of interpolation error. In prac-
tice no noticeable discontinuity resulted,; nor were interpola-
tion problems observed, Several of the Lagrangian polynomial
methods were checked by computing difference tables for field
functions obtained by interpolation using each method; the
double three~point continuous derivative formula was found to
yleld the smoothest function over the entire range in that it
gave the smoothest difference functions,

Cholce of the particle extraction energy as the independ-
ent varlable for interpolation was dictated by practicality
and simplicity in labeling resulting fields., In each of the
measured flelds, an operating point was cdgpuéed, where for
each field the extraction energy was determined on the basis
of orbit properties in the extraction region, which will be

discussed iatero (See Section 6.) Assigning this extraction
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energy to each measured field as its "label", new filelds
could be computed using extraction energy as independent
variable. Thls procedure is desirable in that the label used
for the field possesses meaning to the user; it also provides
a rough check on the adequacy of the interpolation scheme, as
follows.

If the interpolation scheme is exact, and fitting errors
small, the energy obtained in the interpolated field from or-
blt considerations should be the same as that used as inde=
pendent varlable in the interpolation to obtain the magnetic
fields., Typical differences between energy used for inter-
polation and final energy are, for example, of the order of
20 keV over the entire range for 20 to 56 MeV protons., If
this difference can be attributed to field errors resulting
only from interpolation inaccuracy, an over-all field error
of order 5 gauss 1s implied, In fact, deviations of this or-
der can be introduced by other factors such as discontinui-
ties 1in the fitting procedure and resulting small changes in
orbit geometry in the extraction region, Thus it is reason=-
able to assume the interpolation procedure given here to be
accurate to within less than 5 gauss over the entire excita-
tion range.

To obtain a field description at an arbitrary excitation,
sets of PFourier coefficients giving the fields of each of the
magnetic elements are computed using the given interpolation
scheme; the interpolated trim coil average field data are then

used to fit the interpolated ideal average field, and the ef=-



ho

fective field at that excitation is synthesized by summing
the Fourler data.
Other results of the interpolation method used as they

apply to over-all operating point computations aré discussed

in Section 7.
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IV, AVERAGE FIELD FITTING

For an arbitrary magnetic field excitation, the effective
field is synthesized by adding trim coil average field contri-
butions to the field of the main magnet, which consists of
flutter and an average field component. Trim coil currents
are obtained by fitting the difference field between 1deal
average field and the main magnet average field with the trim
coll average fields,

An acceptable field fitting procedure must, of course,
give resulting flelds whose orbit properties are acceptable
according to the criteria previously discussed. In addition,
it is desirable that the method used produce smooth variations
in the operating parameters as a function of excitation (or
final energy); if such smooth behavior is obtained, it is pos-
sible to obtain essentially a continuum of final energies
using a limited number of actual operating point calculations.
This interpolation could then be performed and the cyclotron
controls set by a much smaller computer than required for the
original computation. (Such a system is now in the process of
installation at the Michigan State University cyclotron labor-
atory.)

Two well-known methods have been used by other workers to
accomplish this fitting, namely, least squares fitting and
linear programming,

Linear programming methods, particularly as introduced

10,23

and utilized by the Berkeley group , are capable of simul=-
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taneously adjusting trim coil currents, main field excitation,
and RF frequency and voltage, subject to arbitrary constraints
on the phase excursion, final energy, Vo and Ve The method
uses approximate equations to compute the phase and the beta-
tron frequencles, so that no previous calculation is necessary
to obtain ideal fields. 1In the limit, this extremely powerful
method can be used to adjust any cyclotron parameter which can
be expressed in an appropriate mathematical form.

Because of the versatility of the linear programming
method, 1t 1s necessarily complex; therefore, if a problem in
orbit properties arises, it is quite difficult to isolate the
cause of such a problem and work on this problem independently.,
Furthermore, while results for the various parameters for any
given operating point yield acceptable orbit properties for
the given field, when taken in total, discontinuities in the
various operating points occur over small excitation inter-
vals.,

A total operating point calculation using least squares
fitting to obtain trim coil currents was chosen for several
reasons. Although it is necessary to carefully pre-determine
ideal fields, the fits obtained using least squares are ex=
tremely accurate, and field errors giving rise to differences
between orbit properties in ideal and fitted fields are gen=-
efally kept below the accuracy with which the magnetic fields
are known. Therefore, since 1deal fields possessing good beam
properties are specified, fitted fields, as well, possess

these desirable properties. Adjustment of RF frequency can be
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accomplished at a later point in the calculation, thus elime
inating the need to insert either RF frequency or main field
variation into the fitting procedure. It is also possible

to introduce arbitrary minimum and maximum current limits ine
to the least squares procedure with no significant increase in
complexity of the calculations., In addition, a step=by=step
process such as the one described here offers the cyclotron
designer greater opportunity to understand the procedure in
total, and by separating the various computations allows the
possibility of isclating individual problems in beam behavior,
enabling more effective diagnostic work,

Reduced computing time is also obtained with the least
squares procedure: using available programs, a linear pro=-
gramming field fitting alone required approximately five min-
utes of computer time, while a complete operating point cal=-
culation as described in Section 6 required less than two
minutes,

In the light of these considerations, the following modi-
fied least squares method is employed for the fitting. For
an arbitrary magnetic field excitation, given the average
flelds of the eight trim coils and the average field of the
main magnet, all obtained by interpolation in the measured
values, and the 1deal average field obtained by interpolation
in the set of pre-calculated ideal average fields, a best fit
in the least squares sense of trim coil average filelds to the
difference field between the ldeal average field and the aver-

age field of the main magnet is performed, yielding the desired
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set of trim coll currents,

Given the average fields per unit ampere of the N trim
coils at L radii bn(rz)’ the 1deal difference average field

E(rz), and an arbitrary welght factor p(rz), the quantity 6

can be formed, where:

L N 5
8 =2§10(r2) 2 [ap,(r,) - E(r )I%, (4-1)

n=1

where the arl are the desired trim coil currents. The least
squares criterion may then be stated as calculation of the

a, such thét § is minimized, or as a set df N simultaneous

linear equations:

L
Y]
o = 1

N
oL p(rz)bi(rz)ngi[anbh(rz) - E(r,)l =0,  (4-2)

for 1

1. . «N. This can be reduced to the matrix equation:
XA=8B, (4=3)
where X 1s the N x N dimensional matrix:
L _y
X0 =l£lp(r2)bi(rz)bn(r£) ; o (el

g is the N~dimensional column vector:

L
By =zzlp(r2)bi(rl)E(r£) , (4-5)

and A is the N-dimensional column vector of the desired trim
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coil currents. The trim coil currents can then be obtained

by inversion of the matrix X:

A=x1s. (4-6)

Matrix 1lnversion 1s accomplished by the method of Gauss-
Jordan=-Rutishauser, an extremely compact and fast method de=
rived specifically for use on automatic computers32. The
method uses as storage only the given matrix and two row
vectors and can be written in about ten FORTRAN statemgggg.

In order to take account of upper and lower current lime
itations, after each field fitting computatioh all trim coil
currents were inspected to assure compliance with the maxi-
mum limit, If the absolute value of any current exceeded its
limit, its value was set to the maximum and the corresponding
field subtracted from the original ideal field. If any cur-
rent was in absolute value lower than its minimum, its value
was set to zero. If niore than one current was outside its
specified limits, that one which exceeded its maximum by the
greatest amount, or, if none, that one which was the lowest
of those lower than its minimum, was eliminatéd, and another
fitting calculation performed using the remaining coils, The
procedure was repeated until the resulting currents all lay
within their respective limits, Arbitrary and independent
minima and maxima could be inserted for each coil,

The radius range over which the fitting was berformed

extended from 5 inches through 28 inches. As mentioned pre-
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viously, the central region (0-5 inches) is omittéd in order
to preserve the field "cone" of the untrimmed fields and
thereby increase v, in the first turns. The maximum radius
was set at 28 inches which is both the maximum radius of
useful orbits and also the radius beyond which the differ-
ence fleld between the ideal average field and the main mage
net average field is essentially zero. Through this choice
of radii, the field fitting ﬁas concentrated in the region
where most of the acceleration occurs, while allowing the
contribution of the trim coils to fall off naturally in the
edge region, where the coils inherently have little effect.
(See Figs. 5 and 6,)

Provision was also included for introduction of weight-
ing factors which could be used to provide greater fitting
accuracy in any desired radius region. Howéver, in a test
of this device, a weighting factor which weighted each radius
by the turn density in that region was introduced with es-
sentially negligible effect., This can be attributed to the
fact that the fit is in any case exceedingly good, and a
relatively large weighting factor is required to significant-
ly effect the fit in any region.

A pleasant feature of the fitting in actual practice
was a lack of large approximately equal currents of opposite
sign in neighboring coils, which often are obtained in least
squares fitting; this 1s partially a result of the fact that
the flelds that the trim colls are fitting are smooth, mono-
tonic functions of radius with no sign changes.

Examples of results of this field fitting procedure are
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given in Figure 14 for 25 MeV and 52 MeV protons,respectively.
Typically such a least squares fit 1is capable of fitting the
ideal difference field to within i 5 gauss over the radius
range used; errors as large as 10 gauss appear in a few cases
and are a result of large gradients in the edge fields of the
trim coils,

Figures 15 and 16 show a comparison of the radial and
axlal focusing frequencies and the phase excursion between
the ideal and fitted field for the 25 MeV and 52 MeV fields
previously discussed. The good general agreement reflects
the excellent fitting results; the effect of the field cone
on the axial focusing frequency for the fitted field cén be
easily seen, as can the property of the cone of restoring
the high starting phase to a value more favorable to acceél-
eration.

Further discussion of the results of the fitting pro-
cedure is given in Section 7% particularly as regards the cone

tinuum of operating points.
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Figure 15. Comparison of v, - and ¢ v§. radius with ideal
average flelds and fitted average fields Tor 25 MeV protons.
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V.. R.F. CALCULATIONS

The Michigan State University cyclotron is designed to
operate with single-turn extraction, thereby achieving both
high extraction efficiency and low energy spread in the exe
tracted beam. Since the fields obtained by fitting are non-
isochronous to varying degrees, it is necessary to redefine
the RF frequency to obtain minimum energy spread;—for a
given non-isochronous field, a given final energy, and a
given RF voltage, an RF frequency is uniquely defined such
that for a given band of starting phases, the energy spread
in the final turn is minimized. Mathematical details of
this energy-spread minimization are given in a paper by M, M.
Gordong; the RF (longitudinal motion) calculations are car-
ried out by an MSU computer code "PHINAL", devised and pro-
grammed by M, M, Gordon and Werner Johozu. Procedures will
be outlined here only as necessary for an understanding of
the basic principles involved,

The computations are based upon the assumption that
the eQuations for longitudinal and transvérse motion may be
separated. This assumption is valid if the orbits aré weil;
centered; in the limit of small dee voltage, the orbits be-.
tween acceleration gaps would then become segments of the
equilibrium orbit at the appropriate energy. Verification
of these RF calculations can be obtained by comparing with

numerical integrations of the complete equations of motion;

results of such studies are discussed in Section 8.
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Defining the phase of the particle ¢ with respect to

the RF accelerating voltage:

d¢ = w dt - hde (5=1)

where 0 is the RF angular frequency, h is the harmonic num-

ber, t 1s absolute time and 6 is particle angle, the phase

change per turn is given by:

where N is the turn number., The energy gain per turn is

related to the phase through the equation:

%% = E,cos¢(E) . (5-3)

where E1 is the maximum energy gain per turn, which is a

function of dee voltage and RF mode. Combining equations

(5-2) and (5-3), one obtains the longitudinal differential
equation of motion relating E and ¢(E):

dE _ dE/AN _ Elcos¢(E)
dé d¢/aAN g °
2 w(-— - h),
w /

Integrating this differential equation yields:

(5=4)

BE .
21h “o ’ '
sin¢(E) = sin¢o + El 8{ (HE" ’) dE , (5=5)
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or, in terms of the function F(E):

sin¢(E) = sing  + hg(E) , (5=6)
1 N

§
where ¢ is the extrapolated, or "nominal", phase at E = O,
The function F(E) is obtained from numerical equilibrium
orbit calculations., If the RF frequency is changed by a

small fraction €, such that a new RF frequency 1s defined:
wy wo(l+s) (5=7)

equation (5-5) becomes:

wo(l+e)
1

sin¢(E) = sing  + Zgh .J‘ — - 1] dE , (5-8)
]

or, in terms of F(E):

h(l+e)F(E) , 27heE

By By

sing(E) = sin¢  + . (5=9)
The fractional frequency wvariation may then be adjusted to
achieve an optimum phase history curve, where the function
F(E) is obtained from equilibrium orbit data. In the case
of the MSU cyclotron, it was desirable to obtain energy=-

spread minimization in the extracted beam, This procedure
gives frequency and phase history results which are quite

similar to those obtained by balancing the phase curve,
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i.e., by requiring:

E
§ sin¢(E)dE = 0 (5-10)

However, as will be seen from data presented later, in or-
der to obtaln strictest control over the energy spread, it
is necessary to carefully adjust the frequency beyond this
first approximation obtained by balancing the phase inte-
gral,

For an arbitrary field, for a band of phases symmetrie
cal about’ a starting phase ¢o the energy vs. phase for a
sequence of turn numbers defines a series of so-called
"energy parabolas", and the problem of minimizing energy
spread is reduced to the problem of computing a fractional
frequency correction ¢ such that the central ray lies at
the position of the peak of the energy parabola for a given

final energy. Mathematidally, an ¢ must be found such that:

o
P = 0 (5“11)
(8¢O)E,N

This is equivalent to maximizing the energy for a given num=-
ber of turns, or to minimizing the number of turns in the
central ray to obtain a given final energy. In particular,
for single turn extraction, the energy spread should be much
less than the energy gain per turn in the extraction region.,
Following the rules for partial derivatives, after consider-

able manipulation the following relation may be derived:
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E
(‘%‘:Er) = -cos¢_cos¢(E) S sing(B) 4p (5=12)
o/ n ° cos ¢(E)

Using successiveIapproximations for ¢, the phase history
¢(E) is obtained by integrating equation (5=9)., The inte=-
gral (aE/a¢o) . may then be evaluated: the desired ¢ is
reached when éﬁe integral vanishes,

For a strictiy isochronous field operated at the 1soch-
ronous frequency, the phase of a beam of particles remains
constant over the entire acceleration region; in this sit-

uation the flinal energy of the particles assumes a cos¢o

dependence upon the starting phase ¢o:

E = NEjcos¢_ , (5=13)

where N is the number of turns., The condition for minimiza-
tion of energy spread is then identical to the condition for
balancing the sin¢ curve about ¢ = 0°: the sin¢ curve 1s a
straight line, where ﬁhe central ray starts at phase 959
crosses ¢ = 0° at turn N/2, and is extracted at turn N with
a phase of -¢o. The phase dependence of the final energy is

then given by:

sing¢
¢

O

E(¢6+6¢) = NE, coss¢’ , (5-14)

0

where 6¢ gives the phase deviation of a given ray from the

central ray. The energy dependence of a beam of particles
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thus lies on a cosine curve, where the position of the en-
ergy peak of the curve 1s a function of turn number; after
N turns the central ray attains the position of peak energy,
with symmetrical distribution of the energy about the cen=
tral ray, and the energy spread for a phase distribution of
i 8¢ about starting phase ¢o 1s a minimunm,

Figure 17 shows the results obtained from the computer
program "PHINAL" for the energy of a beam of particles of
6° phase wldth centered about a central ray of ¢o = 300 gs
a function of turn number for the 25 MeV and 52 MeV fields
previousl§ discussed. The frequency hés been adjusted to
yield minimum energy spread at the indicated energies; the
energy parabolas can be clearly observed to peak at the ap-
propriate energy. The result of the energy spread minimiza=-
tion is most striking for 52 MeV protons, since the field
deviates considerably from isochronism; the 25 MeV field is
essentlally isochronous to the edge region. With a band of
starting phases of 6° width, which 1s readily attainable on
the MSU machine using the central Qlit mechanism, energy
spread in the extracted beam may be reduced to the design
value of 0.1%, It should be noted that minimization of the
energy spread at a given final energy does not preclude the
possibility of an absolute minimum in tﬁe energy spread at
a later turn number; however, thé geometry of the extraction
region as well as the diminishing energy separation between
successive turns necessitates extraction at thevearlier en-

ergy.
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Another important feature of the "PHINAL" code 1is the
calculation of a set of frequency limits which drive the
central ray of the beam out of phase with the RF accelera-
ting voltage at various energies., From equation (5-9), it
is clear that if the frequency is varied such that the phase
is allowed to go to r 90°, then sin¢(E) = ha 1, and since El’
sin¢ and F(E) are known, for a given final energy E, the
frequency correction ¢, and thus the frequency, is uniquely

defined., Validity of these results and their use are dis-

cussed in later sections.
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VI, SUMMARY OF SETOP FEATURES

The computer program, SETOP, calculates complete con-
trol settings for the magnetic fields and RF system25. To
use the program one specifies the desired particle and en-
ergy——the code then proceeds to compute the required con-
trol settings. In addition, along with each calculation,
the program gives intermediate results necessary to perform
additional orbit studies and diagnose problems in beam be=
havior,

The particle desired can be chosen from: 1P+1, 2D+1,

120+M’ 3He+2, or a "non-relativistic" heavy lon of mass 108
amu and charge of one electron unit. These operating point
data can be used to accelerate any of the family possessing
the same charge-to-mass ratio to roughly the same final en-
ergy per nucleon; for example, with only a few tenths of one
percent change in frequency or main field, the deuteron oper-
ating point settings can be used to obtain alpha particles of
twice the final energy of the deuteron.

Another device allows- computation of operating points
for particles of arbitrary charge-to-mass ratio. Using

deuteron, 1204+

s and "heavy ion" 1deal average fields, in-
terpolation in charge-to-mass .ratio 1s used to obtain an
ideal average field for the deéired particle., These 1ldeal
average fields are then used in the operating point calcula=-
tion.

The program consists of several sections, which are
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discussed sequentially below—basic theoretical considera-

tions have been discussed previously.

1. Magnetic Field Interpolation

All magnetic field data are stored as tables of Fourier
coefficients at each measured main field excitation. The
Fourier components at the desired intermediate excitation
are computed by interpolation in the measured field data
using the specified energy as the independent variable for
the interpolation, where an energy value has previously been
assigned to each measured field on the basis of orbit compu=-
tations in the fitted fields., A complete set of Fourier co-
efficients for the resulting field is provided for possible
use in independent orbit studies as well as to check the
accuracy of the field computations and data handling. The
set of cyclotron units are defined by taking the ideal field

at machline center as the field unit.

2, Average Fleld Fitting

A modified least squares fit of the trim coil average
fields to the difference field between the ideal average
field and the main magnet average field is performed to de=-
termine trim coll currents for the elght sets of concentric

circular trim coils; the fit covers the region from 5 inches
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to 28 inches, Limitations on the trim coil power supply
are imposed; no current may exceed a given maximum in abe
solute value, nor may any current be less in absolute value
than the minimum current allowed for adequate power supply
regulation. The effective fleld is then obtained by sum=
ming the Fourler coefficients of the main field and the
average field components of the trim coils, scaled by their
computed currents, The output includes the residual error

fields over the radius region where the fit was performed,

3, Equilibrium Orbits

The MSU equilibrium orbit code ("CYCLOPS") is used as
a subroutine to compute equilibrium orbits and their prop=-
erties over the entire acceleration range; at each chosen
energy the radlial phase space coordinates (r,pr) of the
equllibrium orbit, the radial and axial focusing frequencies,
and the fractional phase lag or lead per revolution are com;
puted, along with other data not of direct interest in the
operating point calculation. Data for equilibrium orbits
are glven at three angles: Oo, 1800, the angle of the beam
probe, and =22 1/20, the angle of the entrance to the elec-
trostatic deflector,

The extraction energy E is chosen to be the energy at
which v, = 0.8; the maximum energy gain per turn El is fixed

at E/210 to maintain uniform orbit geometry for all energles.
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The RF harmonic number is taken to be the lowest possible
within the frequency limits of the RF system using the
cyclotron unit of frequency as a first approximation; the

dee voltage is then computed:
E

hzlgVDe.-__—-.];_.—
Yeos21®
E
h='2:VD=—}'—-
hginli2©
E
h = 3: VD = ___l__g
heos63

I, Adjustment of RF Frequency

Using the equilibrium orbit orbital frequency data,
and a given starting phase, a correction to the RF fre-
quency 1s computed which minimizes the energy spread in the
beam for a single turn at the extraction energy. A table
of minimum and maximum frequencies as a function of energy
for reducing the beam to half amplitude when the RF voltage
is held constant is also provided as an aid in beam diag=
nosis using RF variation. (This is equivalent to driving
the central ray out of phase with the RF as discussed in
Section 5,)
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5. Energy-Phase History Table

The energy and phase history of a "beam" of seven rays
centered in phase about the central ray are tabulated as a
function of turn number with the corrected RF frequency.
These data are useful in checking the accuracy of the fre-
quency calculation and field fitting processes, or as a
source of initial conditions for other computations. The
computer code "PHINAL", which is built in as a subroutine
to the SETOP program, is used to calculaté these data as
well as the information described in the preceding subsec=-

tion (4),.

6. Valley Coil First Harmonic Calculations

A set of valley coil currents is given which a) cancels
the existing first harmonic component near the vr‘= 1 reso=-
nance, and b) produces the first harmonic necessary for
resonant extraction. The amplitude and azimuth of the de-
sired first harmonic must be computed in independent studies
with exact orbit programs to yield the correct radial turn
separation at the angle of the entrance to the electrostatic

channel, and input to the operating point program.
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7. Trim Coil Current Limits

A set of trim coil currents which drive the beam to
half amplitude at various specified radii are computed;
these data are useful in setting up the cyclotron main

field and can be compared to experimental data taken in

phase measurements.

8. SETOP Sheet

A fiﬂal output sheet contains cyclotron control set=-
‘tings arranged in a manner convenient for use by an opera-

tor in setting up the cyclotron.
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VII. RESULTS OF OPERATING POINT COMPUTATIONS

The information given by the SETOP program consists of
two segments: (1) a series of results of intermediate cal-
culations useful in cyclotron orbit studies and in diagnosis
of any eminent problems, and (2) a summary sheet which en-
ables the individual experimenter to successfully operate
the machine by tabulating the various operational parameters
in terms of simple dial settings. The results of interme-
diate calculations have been given previously in discussion
of the various sections of the program.

A sample of the cyclotron operating point summary sheet
is shown in Fig. 18. Each sheet is labeled by the particle
and energy of interest. The main field is given in terms of
the main magnet current and the voltage obtained by a rota-
ting coil fluxmeter used to monitor the magnetic field, RF
data includes frequency, harmonic and mode, and the dee volt=-
age; the number of turns is given as an aild in obtaining the
correct dee voltage, Trim coil "cut-off" currents at 24
inches are given as a method of setting the main field more
accurately than is possible with the fluxmeter, Trim coil
and valley coil data are given in terms of dial readings on
their respective panels, First harmonic data are given in
terms of the cycldtron control settings, bump amplitude and
azimuth, in two parts. The first harmonic necessary to can=
cel the intrinsic first harmonic at the Vi, ® 1 resonance 1is

used in setting up the operating point. For extraction the
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Figure 18, SETOP data sheet, showing information necessary to
tune up the cyclotron at the gliven energy.
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vector sum of the cancellation first harmonic and the de=-
slred extraction first harmonic is used, thus producing
the stated desired value as the net first harmonic,

When the cyclotron has been properly adjusted, turn
structure 1s clearly visible out to the extraction region,
which indicates the accuracy of the calculations, stability
of the RF voltage, and the small beam phase width obtained
by the use of central region slits, In each case the com-
puted values of the operating parameters have allowed ac-
celeration of the beam to full radius without additional
adjustment, and in no case has deviatlion of any of the oper-
ating parameters from their computed values resulted in bet=-
ter beam propertieszG.

Of particular interest in a variable energy cyclotron
is attainment of a uniform beam over a continuum of energy
range, or by small energy increments over the range. It
has been found that use of the procedure described results
in a series of operating points where the parameters vary
smoothly with energy. As an example, Fig. 19 shows the cur=-
rents in the eight trimming coils as a function of field
number for proton fields over the entire range of excitation.
From this data it can be seen that it is possible to obtain
essentially a continuum of proton fields while performing
only a limited number of complete operating point calcula-
tions, It is clear from the data given in Fig. 19 that the
smoothness of the trim coil currents will givé continuous

energy variation by interpolation in a relatively small num-
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the fitting procedure, Arrows indicate measured field excita-
tions, . ' o ' :
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ber of fully calculated points; an appropriate system is
now being installed in the MSU cyclotron laboratory come
puter27. Other parameters such as the RF frequency and dee
voltage and the maln magnetic field are found to vary
equally smoothly and are similarly adaptable for inter-
polation, Small discontinuities enter because of the mini-
mum current limit requirements, but such discontinuities
are small and can be dealt with 1In a relatively straighte-
forward manner,

Through adequate prior calculations of ideal fields
(and ultimately through model magnet studies), acceptable
beam properties have been obtained over the entire excita-
tion range. The smooth variation of both the extraction
energy and the position of the Ve = 1 resonance with field
excitation indicates the uniformity which the field shape
retains. The small phase gain or lag per turn indlicates
the accuracy of the field fitting procedure, and is further
evidence that the quality of the interpolated 1deal average
field data 1s essentially as good as that of the computed
data at the measured excitations. In summary, Figs., 20, 21,
and 22 show, respectively, radial focusing frequency Voo
axlial focusing frequency Vs and phase history as a function
of radius for a rather complete family of proton operating
points including both measured and lnterpolated fields.

Results of beam measurements are 1in excellent agreement
with pre-computed data, and confirm the qualitonf the cal=-

culations, as 1s discussed in the following section.
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VIII., ORBIT STUDIES

Properties of orbits in MSU cyclotron fields have been
investigated using a very precise orbit integration program
known as CYCLONEZB;Zorbit properties obtained from CYCLONE
are compared with results from the approximate methods used
in SETOP, CYCLONE utilizes exact median plane equations of
motion to track accelerated orbits in the magnetic field
specified by SETOP, Details of the electric field are ac-
counted for in three ways, depending on the level of signil-
ficance of the electric field: (1) source-to-puller region,
in which éhe electric field is obtained from a large-scale
model electrolytic tank including exclusively the source-
to-puller region; (2) "RF focusing" region, in which the
finite width of the accelerating gaps 1s obtained by using
a more complete electrolytic tank to obtain the electric
fields covering approximately the first four turns; (3) the
outer region, in which the electric field is approximated
by a time-dependent step-function potential, CYCLONE also
includes provisions for both an electrostatic-deflector and
a magnetic channel, and thus 1s capable of demonstrating be=-
havior of orbits in the cyclotron from ion source through
the complete extraction éystem°

Using CYCLONE in combination with various other orbit
programs, a theoretical investigation has been made of sev=
eral of the procedures used regularly for beam dlagnostic

work. Particular attention has been devoted to problems
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involved in use of the Smith~Garren phase measurement pro-
cedure29 and modiflcations thereof, Several important beam
properties may be obtained through analysis of such measure=
ments:

1) Phase history of the beam as a function of radius,

2) Phase width of the beam as a function of radius.

3) Dee voltage variation with radius,

Also, from the phase history data, a value of the nominal
starting phase may be obtained by extrapolation, The pro=-
cedure of phase analysis may also be used "in reverse" to
carefully -set the main magnétic’field, Results of numer=-
ical investigations of procedures involved in such analysis
are presented here along with results of experimental beam
measurements,

Of_particular interest are the limitations on the
validity'of the separated longitudinal equations of motion
imposed by actual conditions of cyclotrdn operatidn° In
many cases it is more convenient to use the longitudinal
equations than to resort to more detailed and tedious inte=-
gration of the exact equations, and the limitations of the
approximate theory are therefore significant. (See Section
5 for derivation of the longitudinal equatibns of motion.)
Error; ;n the approximate theory arise primarily from the
dff-cénteredness of the orbits which leads to: (1) effects
of coupling between the radial and longitudinal motion; and
(2) failure of the normal radius vs. energy relation, which

becomes quite evident when the ions gain negligible energy
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during a precesslion cycle. These errors will be shown to
be exceedingly small for conditions of normal operation of
the MSU cyclotron. Discrepancies between the approximate
theory and exact orbit integration arise primarily from
coupling effects which are essentially incalculable except
through such orbit integrations; these discrepancies lead
to limitations in the application of the methods discussed
only in certain circumstances.

Possible errors in actual practice arise from: (1)
encounter of resonances or, in the case of trim coil ad-
Justment,-introduction of additional resonances, which re=
sults in large centering errors, and violates the assump-
tions necessary to separate the longitudinal equation of
motion by introducing coupling terms and non-uniqueness of
the radius=energy function, and (2) in the case of trim coil
variations, further deviation 1s introduced into the radius-
energy function due to average field variation,

The problems outlined here are of special concern to
the operating point calculations described for two primary
reasons: (1) the operating point set-up procedure makes use
of the device of trim coil detuning to set the main field,
and (2) in order to set the main field precisely and deter=-
mine the RF frequency precisely, it is necessary to know the
starting phase with substantial precision.

An example indicating the accuracy of the longitudinal
equations under ideal circumstances is given in Table 1 for

a 42 MeV proton field; energy and phase are tabulated as a



Table 1, Comparison of energy and phase versus turn number
for central ray particles in a 42 MeV field using a) sepa-
rated longitudinal equations of motion (PHINAL) and b) nu-
merical integration of the exact radial equations of motion
(CYCLONE),

PHINAL CYCLONE

Turn E(MeV) ¢(degrees) E(MeV) ¢(degrees) AF(E) (keV)

0 0,000 12,0 0.000 .
10 1,991 -5.1 1,962 -5, 4 -1,0
20 3,975 -7.8 3.948 -7.8 0.0
30 5.952 -8,9 5.927 -8,8 +0,4
4o 7.919 -11,1 T7.897 -10.6 " +1,8
50 9.871  =13.4 9.852  -13.1 +1,0
60 11,808 -14,6 11.792 -14,2 +1.4
70 13,740 ~14,9 13.727 -14,6 +1,0
80 15,669 -15.4 15.658 -14,9 +1,8
90 17.591 -16.2 - 17.582 -16,0 +0.6

100 19,504 -17,2 19,497 ~16.8 +1, 4
110 21,406 -18.6 21.399 -18,4 +0,6
120 23,290 -20,3 23,283 -20,0 +1,0
130 25,154 -21,8 25,147 -21.7 +0.2
140 27,001 -22,8 26,993 -22.6 +0,8
150 28,841 -22.,9 28,831 -22,9 0.0
160 30,688 -21,7 30,675 -21.6 +0., 4
170 32,558 -19,2 32,542 -19.3 -0, 4
180 34,466 -14,9 34,447 -15.0 +0. 4
190 36,419 -8.4 36.399 -8.5 -0.4
200 38,411 +2,7 38.392 +2,5 -0,6

210 4o, 356 +23.0 Lo,348 +22,8 -0,6
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function of turn number (at 10 turn intervals) for actual
integrated orbits obtained from CYCLONE, and compared to
the energy and phase obtained from SETOP by integrating the

separated longitudinal equations (from Section 5):

E
- 2n Yo F(E)
sin¢(E) Sin¢o + E-l— \J-(-u-’-— - l) dgE = simbo + -E-;— N (8=1)
(o]

3% = Eqcosé © (8=1a)
© .
where the ;2 - 1 values are obtained from the equilibrium
orbit code. The integrated orbit in this case possessed a
radial oscillation amplitude of approximately one millimeter;
this behavior can be obtained on the MSU cyclotron by proper
adjustment of central region parameters. Also given is the
quantity AF(E) which is the difference between the F(E) val-
ues obtained from the two methods of integration. The small
amplitude of AF(E) indicates the quality of the agreement;
the fact that AF(E) oscillates with a period corresponding
to the radial precession cycle indicates that the small er-
rors present result from centering effects, particularly in
the central region and at large radii. Errors as small as
those in the table are of negligible effect in setting up
the cyclotron. This result and the results of other examples

verify the validity of the longitudinal equatioh under ldeal
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conditions, and valldate its use in diagnostic procedures,

8.1 Freguency Detuning

The actual cyclotron beam consists of particles with
phase distributed about some central ray whose phase is
¢,(r). When equation (8-1) is valid, the width of the beam
in sin¢(r) is constant (since F(E) depends only on the en-
ergy and not on the initial phase)., This is illustrated
for a U2 MeV MSU cyclotron field in Fig. 23. If the phase
of any part of the accelerating beam reaches the limits |
t 90° (sing¢ =yi>1), it is lost, décélerating inward to ma-
chine cenéer. In particular, when the central ray of a
beam Just reaches the 90O limit at a given radius, this is
observed using an integrating beam probe as a reduction of
the beam to half amplitude at that radius.

Use of frequency‘variation as a tool in determination
of beam phase history was first proposed byrGarren and
Smithzg. Writing the longitudinal equation,vand introducing

a new RF frequency w', the following relation 1s obtalned:

' E
s1n¢'(E) = sing_ + élj(g.'. - 1) aE (8-2)
B
or:
21 (w'=w )[E+F(E)]
sin¢'(E) = sin¢(E) + —m Egm ’ (8=3)
10

where ¢'(E) is the phase obtained with the new RF frequency,
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and ¢(E) is the undisplaced phase with the operating fre=-

quency w,. If frequencies w_ and w_ are defined, which

+
drive the phase to sin¢= +1 and -1 respectively, one can

write\equation (8=3) as:

2n(w+-w YIE+F(E) ]
+1 = sing¢(E) + §°w . (8=4a)
10
27(w -w_)[E+F(E)]
=1 = sin¢(E) + - ﬁom R (8=4b)
170

Combining equations (8-14)s

2&0-w+(R)-m_(R)
sin¢(R) = w+(§)-w_(§) . (8=5)

Thus, at a given radius, determination of the frequenciles
which drive the central ray out of phase with the RF accel-
erating voltage (or, equivalently, which reduce the beam to
half intensity) allow calculation of the phase of the undis-
placed central ray at that radius. - Ideally, determination
of the phase in this manner depends only upon the condition
that all quantities (such as starting phase, dee voltage,
and fields) are constant in time. However,}several limita-
tions appear in practice.j First of all, centering of the
beam places stringent limits on the accuracy of the method.
For a beam with six millimeter radial oscillation amplitude,
the phase at which the orbit reaches its maximum radius at

the angle of the probe can be as small as 650. Reduction
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of the radial oscillation amplitude to below one millimeter
ralses the phase at which the orbit reaches its maximum ra-
dius to above 85°. One assumption used in obtaining equa-
tion (8-5) is that the radius is a function of energy alone,
and not of turn number or frequency; this assumption is
checked in calculations summarized by Table 2, for the same
42 MeV proton field, from results of a family of CYCLONE
orbits., The effect of the small radial oscillation can be
seen directly in the variation of radius at a particular
energy, and the necessity of minimizing thls effect becomes
apparent.- The conditions shown here are essentially identie
cal to those obtained in the operation of the cyclotron., It
should be noted that the oscillation is introduced through
the starting conditions, and is not amplified by detuning of
the system. It should also be noted that due to the gap

30

crossing resonance~ , it is not possible to cgnter the beam
at all radii simultaneously; therefore, starting conditions
should be used which center the beam at large radil, where
the turn density 1is greatest.

Another limitation in applying the frequency detuning
method at large radil arises from the particular shape of
the sin¢ versus radius curve and 1ts effect on the minimum
frequency w_ as a function of radius. Figure 24 shows the
envelope of maximum and minimum frequencies as a function
of radius for a 33.5 MeV proton field, Because the phase

curve rises rapidly at large radii, the frequency required

to drive the phase of the central ray to -90° is a constant
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Figure 24, Envelope of frequency versus radius . required to
drive beam to half amplitude (sin¢ = X 1 for central ray),
Computed values obtained from SETOP are shown along with meas-
ured data for Field 200 (25 MeV protons).



for all radii greater than a certain value characterilstic
of the particular phase curve, This feature renders the
phase measuring procedure invalid at large radii., Such
behavior 1s observed in 511 fields of the MSU cyclotron to
varying degrees, and care must thus be exercised in apply=-
ing the method. |

Also shown on Fig. 24 are the results of experimental
measurements of this envelope of frequency cutoffs, Such
an experimental determination of the frequency cutoff en=
velope was obtained for several fields, and the data used
to compute experimental phese curves, Phase curves obtained
for 25, 33, and 42 MeV ffelds are shown respectively in Figs.
25 and 26, along with the predicted values obtained from
SETOP,

A more complete comparison of phaseiversusﬁenergy be=-
tween use of the longitudinal equation (with phase slip per
turn data from equilibrium orbit calculations) and use of
aetual orbit integration 1is shown in Fig. 27. The extreme=-
ly good agreement reflects the adequacy of the approxima=-
tions under the conditions obtained in the MSU cyclotron,
The larger deviation apparent in the 19,082000 Mc, run is
probably the result of a coupling term proportional to
(x/R) which enters the longitudinal equation, where x 1s
the displacement from the equilibrium orbit radius Rj such
'terms become especially significant in the region where the
Ephase curve approaches -90° very slowly, and a ‘large number

of turns results,
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Figure 25. Sino vs. probe radius for the 25 MeV proton field.
Experimental data, obtained by frequency detuning and trim.
coil detuning,resoectively, are compared to computed data ob-
tained from SETOP,
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One result of use of the longitudinal equation is 1line
earity of sin¢ versus w at a given radius. Equation (8-3)

can be written in the sténdard slope-intercept form as:
sin¢(w) = Aw + B (8«6)

where A and B are functions only of the magnetic field, dee
voltage, and initial phase., This has been checked by exame
ination of computed accelerated orbits, and linearity has

been established to well within the accuracy of the experi-

mental measurements,

8.2 Tield Detuning

A less frequently used method for phase diagnosis em-
ploys detuning of the magnetic field by using trim coils,
This method involves several additional approximations; how=
ever, careful analysis has shown the method to be essentiale-
ly identical in accuracy to the frequency detuning methodel
In addition, trim coll detuning possesses several operatione
al advantages for the MSU cyclotron.

Assuming that the particle orbital angular velocity is

related to the average field by the equation:

w(R) = S S (8=])

equation (8=1) becomes:
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ah & B _=<B>
sin¢(E) = sin¢o E-m Jﬂ[—<B> s (8-8)
o

where BO is the isochronous average field.
Since in this case it is more convenient to work di-

rectly with radius than energy, the relation:

2 2 2,2
E =R - SB2R (8-9)

may be used to convert to a radial integral, with the final

result:

2thquw
sin¢(R) = sin¢o + El Q jB[BO-<B>]RdR . (8~10)
Thus, introduction of deviatlions in the average field B(r)
from the isochronous average field Bo(r) results in devia-
tions in the sine of the phase which are proportional to
the weighted integral of the field differences. The deri-
vation given above is not rigorous; however, the result is
valid for small (first-order) field deviations——relativis=
tic effects actually cancel out and flutter effects can be
minimized by taking R as the mean radius of the equilibrium
orbit.

vathis equation is written twice, where in one of
these the field of a trim coil is introduced specifically,

subtracting the two equations yilelds:
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2mhquw
sin¢' (R) = sin¢(R) =- _.E__Q 6y‘(AB)TCRdR (8=11)
1

where ¢'(R) is the phase resulting from the introduction of
a change in the trim coil field (AB)TC. If a change in trim
coll current AI reduces the beam to half amplitude, knowledge
of the field per unit current in the trim coil allows calcuy=
lation of the original beam phase as a function of radius,
Since the half-amplitude cutoffs correspond to sin¢(R) = r 1,
equation (8~11l) can be written for each case as:.

21q 0,

#1 = sin¢(R) + "'T"‘ A L RaR , (8-122)

-1 = sin¢(R) + "‘"’E""" A cRAR (8-12b)

R
I, S(B)
2nq 0,
I_ (B)
o
where (B),:i[,C is the trim coil field per unit current, If AI_
and AI_ are measured, equations (8-12) can be solved for

sin¢(R):

AI_(R)-aI,(R)

$1n8(R) =TT YRR (8-13)

An additional complexity enters in actual practice; in order
not to disturb the path of the first turn through the cen=-
tral region radial slit, it is necessary to use two trim
colils—a larger coll to produce the desired phase excursion
to the A 90° limits, and a second smaller colil to cancel the

field perturbation at the position of the central slit., Equa=-
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tion (8-11) then contains the difference between two trim
coll field functions in the integral, However, since the
trim coll fields are assumed to be linear with respect to
current, the ratio of the currents in the trim coils re=-
quired to produce zero net field at the position of the
slit remains constant, and equation (8=13) remains valid,
where I+‘and I_ refer to the currents in the outer trim
coil,

Because it is necessary to use two coils in combina-
tion to maintain the field at a constant value at the slit
position,}the possibility of introducing additional reso=-
nances must be considered. In the trim coil detuning meas=~
urements thus far carried out on the MSU cyclotron, trim
coils number eight and two have been used with their ratio
always set to maintain the central field undisturbed. (See
Figs. 5 and 6,) The resulting error field possesses large
gradients in the edge region of the inner coil; this can
lengthen the radial extent of the v, = 1 resonance and there=
by introduce large radial oscillations into an otherwise
stable beam, or if the gradient is large, a region of axial
instability can result,

The importance of such phenomena was investigated by
calculating equilibrium orbits in various displaced flelds
using trim coil currents computed to drive the beam to pa 90°
phase limits at various radii. Figure 28 shows the radial
focusing frequency v, as a function of radius for a widely

varied set of such displaced magnetic fields, including the



og

, ' *freaTsoedsax f,n2.puUB ,GT 3B 06 T ©3
fea Teajusd ayj Jo eseyd ayj SATID 03 poOuUn3sp SI® g puB g STTOO WTI] UdYM pauielqao

48Y3 Y4 TM BuoTe *DPTATJ A9W 2§ Poqanjasdun ayj I0J snipea *sa ' “a peqndwoy °*gg SanBTd
: - L ] . - - . . .

‘ | ———($9You)) <y>
02 v ol o

! T

PR Y

00°00¢
5110 006+
..D_ *o oomu |||||||
W20 (064 --caeemee- —
T b2 0 06c —— — -

=001

e -

Y

P —

— 60!




99

undisplaced field; Fig} 29 shows the axial focusing fre-

quency v_ as a function of radius for the same fields.,

z
(The field used here is the same 42 MeV proton field dis=-
cussed previously.) The general absence of unstable con-
ditions indicates that resonance errors are unlikely,

Another source of error can arise 1f magnetic field
changes lead to variation of energy with radius: The
equilibrium orbit data show only small variations in ra-
dius versus energy for field displacements which drive
the beam off resonance at about half of the extraction ra=-
dius., In addition, centering errors described previously
can create lnaccuracies in resulting measurements., These
problems were investigated by domputation of accelerated
orbits in CYCLONE; a table of radius versus energy for
several displaced fields 1s given in Table 3. Using ap-
propriate starting conditions, the amplitude of the radilal
oscillation was retained at the minimal value of about one
millimeter, and no increase of oscillation amplitude was
observed with variation of trim coil.current, The uniform-
ity of the radius versus energy function indicates that no
errors result from the use of the method of trim coil de=-
tuning.

A result of the theory, analogous to the case of fre-
quency adjustment, is linearity of sin¢ with trim coll cur-
rent, Examination of computed accelerated orbits verified
this assumption to essentially the same degree as in the

case of frequency variation., The linearlity of sin¢'%ith
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current depends only on the assumption of a first-order
change 1n field and is independent of the other assumptions
made in deriving equation (8-12); since the field changes‘
required to shift the phase to t 90° are quite small (of
order 10~3 or less), it is not surprising that this linear
relation is accurate.,

As in the case of frequency detuning, it was found to
be impossible to use the trim coil adjustment method at
large radii due to the rapid rise in phase at the outer
radii. This effect occurs at slightly larger radii for
trim coil.adjustment, although the critical radius moves in=
ward as the particle energy becomes larger, as can be seen
by inspection of Fig. 22,

Results of comparison of actual integrated orbits with
data obtained from integration of the longitudinal equations
are presented in Fig. 30 for the field discussed before.

The good agreement between the two procedures again verifies
‘the adequacy of'the longitudinal equation; as in the case of
frequency variation, shown in Fig, 27, discrepancy results

in the region where the phase approaches -90° slowly, and
coupling effects become significant, Fur;hermore, agreement
between maximum radius obtained for given trim coll displace=
ments pre-computed by equations (8-12) and that obtained by
orbilt integration indicates the accuracy of the assumptions
involved in the derivation of these relations; these data are
summarized in Table 4,

Further evidence of the over-all accuracy of the trim
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coil detuning procedure lies in its use to set the main
fleld; by adjusting the main field such that pre-computed
trim coll currents drive the beam to half amplitude at a
fixed radius, the main field excitation can be resolved
to within five parts in 100,000, .If the beam is well-cen-
tered and the starting phase is accurately known, the pfe-_'.
computed phase history behavior is obtained to within
hd 0,025 in sin¢ for all energiesc

Similar to the case of frequency detuning, an envelope
of trim coil displacement current necessary to drive the
beam to half maximum is computed for each operating point°
Such an envelope is plctted in Fig, 31 for a 25 MeV pro-
ton field, along with the experimentally determined curve,
The‘trim coil displacement current envelope was used to de=-
termine the phase curvezexperimentally, and this data is
plotted in Pig. 27 along with the phase curve obtained from
frequency detuning. These results verify the validity of
the procedure as well as the high quality of the magnetic

fileld measurements and the computations.,

8,3 Initial Phase

Using the measured phase data, it is possible to ex~
trapolate back to zero energy by comparison with the computed
phase data, and obtain the nominal starting phase $ge Ccr-
responding to 9 is a starting RF time g at which the partie
cles leave the ion source; T, is a function of the source-

to-puller geometry, and is related to ¢o by the position
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of the source and puller with respect to machine center,

It is desirable to determine starting time for which peak
beam intensity 1is obtained. Since this starting time is aﬁ
essentially incalculable quantity, it has been necessary to
assume a reasonable value in order to perform detailed cal-
culations of behavior of orbits in the central region3l°
Understanding of such behavior and knowledge of the starte
ing phase 1s basic to the procedure of phase selection us-
ing an axial slit; thus it is of particular interest to de-
termine the starting phase experimentally and verify the
assumptions made in previous orbit calculations. It is nec=
essary to determine T, very accurately, for the comparisons
given, since a small starting phase error can introduce sub-

stantial error into tbé energy~phase history, especially near

&

the region where sin% approaches =1 asymptotically, as in

the examples of Figs. 27 and 30,

8.4 Pnhase Width

A useful variatien of the phase measuring technique is
to reduce the beam to quarter, eighth, tenth, etc.,, amplitude
and determine the complete phase profile of an accelerating
beam,

Such a profile of beam intensity as a function of trim
coll current has been obtained experimentally, and is shown
in Fig, 32 for the 25 MeV field at two radii. From these
pfofiles the phase width of the beam is computed to be ap=

proximately 15° at thg nominal starting phase +20°,
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With the ald of CYCLONE, the measured phase widths can
be compared with widths inferred from turn patterns from a
differential radial p%obe. Figure 33 shows a turn structure
pattern obtained in the 25 MeV field using such a probe of
1/32 inch width., The pattern clearly shows the turn struc-
ture out to the extraction region, where the effect of the
v, = 1 resonance is oserved. Using CYCLONE, a "beam" of
fifteen particles, started at stafting phases of one degree
intervals about the central ray 5 = —30° (roughly equiva-
lent to ¢o = +20°), was accelerated, and the radius of each
particle plotted as arsfunction of its starting phase over
the region 100-130 turns is shown in Fig. 34, The "beam"
was assumed to be continuous as a function of starting
phase, and was given a radial wldth of one millimeter; the
size of the slit in the ion source chimney. The resulting
"turns" are indicated by the gray areas in Fig. 34, From
this figure the density of particles in a radius interval
of 0,030 inches, the width of thé differential beam probe,
was determined as a function of radius, and is also plotted
in Fig. 34, Finally, at thée top of Fig. 34 is the section
of the experimental turn structure pattern corresponding to
the computed pattern, on the:same scale, The computed and
measured turn structuge patterns are similar in every re=-
spect: 1) both posseésthe same radial oscillation ampli-
tude of about .120 inch, 2) the peak-to-valley ratio is es-
sentially identical for all: phases of the radial oscllla-

tion, 3) the characteristic sharp edge of each turn on the
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Figure 34, Comparison of "computed" and experimental radial
probe patterns for the 25 MeV proton. field near turn 100,
Part (a) shows radius as a functign of starting phase for ;
successive turns, obtained by accelerating varticles in CYCLONE,
then introducing a radial width for the beam. Part (b) shows
radial intensity contour obtained by summing the gray area in a
. small radial interval (regardless of turn number). - This can be
compared directly to the section of the 25 MeV radial differen-
tial probe pattern shown in part (c).
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high=radius side resulting from the parabolic radial con=-
tour of the turns appears in both plots. This striking
agreement between the}computed and measured patferns con=
firms the high quality of the calculations performed in
obtaining the operating point, and the accuracy with which
CYCLONE computes accelerated orbits in actual cyclotron

fields,

8.5 Dee Voltage

Equations (8-4a) and (8-4b) may be solved to obtain
the maximum energy ga;n per turn E1 as a function of radius,

in terms éf the measured frequenciles w, and w_:

- mloy-u) [E+F(E)] - (8~1l)
W_"ug_—— Py

Ey

where the dee voltége is a function of E. depending upon the

1
RF mode., (See Section 6-~3.) The radial dependence of the
dee voltage obtained in this manner is given in Fig. 35 for
the 25 MeV, 33 MeV, and 42 MeV proton fields. These data
are in good agreementvwith results of calculations in which
the dees are composed of short sections of transmission line,
It should be noted that El cannot be obtained without refer-
ence to the calculations; the energy E and F(E) at each ra-

dius must be obtained by inspection of equilibrium orbit
data.
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8.6 Radlal Focusing Frequency

It can be seen from Fig. 33 that the radial turn struc-
ture pattern possesses a periodic behavior; the radial fo=-
cusing frequency is related to the number of turns in one

precession cycle:

r lv —l' ‘ (8-15)
The number of turns per cycle can be readily obtained from
a turn structure pattern such as that of Fig. 33, and ac=
curate experimental values for v, as a function of radius
obtained. Figure 36 éhows the computed v, versus radius
curve for four magnetic fields, along with the experimental
values obtained in the prescribed manner. The horizontal
bars indicate the radial interval over which the turns were
counted to obtain an éverage value of Vs and the vertical
bars indicate the error in the average Vo arising from ine
accuracies in the number of turns counted., Note that for
fields 200 and 300 both trim coil fields and main magnetic
fields were measured, For field 250 the trim coil fields
were obtained by interpolation, and field 280 was obtained

entirely by interpolation in main magnet and trim coll fields,

8.7 Axial Focusing Frequency

A z-probe with a 1/8 inch square sensitive area which

can be moved vertically over a 3/4 inch distance has been

used to obtain data on axial motion. For these measurements
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a large coherent axial oscillation was induced in the beam
using a thin slit 0,15 inches above the median plane at the
position of the first quarter turn. Making successive ra-
dial scans with the probe at various z-values, an effective
nine-finger axial ﬁrobe was obtained., Analyzing such data,
it is possible to follow the coherent axial oscillation out
to the edge region of the magnetic field., The number of
turns in a complete cycle of axial motion 1is related to the

focusing frequency:

N, = ;;:-: o . (8=16)
Following the oscillation, the number of turns per cycle can
be accurately obtained, allowing precise determination of

v, The results of sﬁch measurements are shown in Fig., 37
for the same fields shown in Fig., 36 to illustrate radial fo=-
cusing frequency, The radial interval over which each aver-
age value of v, was obtained is indicated by the horizontal
bars; the vertical erfor bars arise from errors in counting

the number of turns per cycle of axial motion.

8,8 Summary

The excellent agreement between the beam properties
obtained through computation and properties obtained experi-
mentally verifies both the high quality of the magnetic
field measurements and the accuracy of the SETOP computations
performed in obtaining operating points. The preclse agree=

ment between computed and experimental properties clearly
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demonstrates the power of the computer in predicting detailed

behavior of orbits in cyclotrons,
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