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ABSTRACT

INCLUSIVE PRODUCTION CROSS SECTIONS
FOR PROTON-LIKE PARTICLES FROM
0.8 GeV/n La + La COLLISIONS

By

Yves Michel Xavier Marie Dardenne

There is a discrepancy between a variety of thForetica,l models (VUU, BUU, Cas-
cade, QMD, and others) and experimental results in .the inclusive production cross
sections of proton-like particles (*H, 2H, H, 3He, and *He) at 20° polar lab angle for
0.76 GeV/n La + La collisions. The goal of this work is to check the previous experi-
mental results. This was done using a small acceptance magnetic spectrometer. The
20° cross sections were determined by measuring the back angles, and using kinematic
transformations. This was done in order to make the measurements as independent
as possible from the previously measured cross sections. Cross sections have been
determined at 60° and 40° from 0.25 GeV/c to 2.0 GeV/c, and the 20° cross sections
from 0.9 GeV/c to 1.5 GeV/c.

The original experimental results were confirmed. At large polar angles the theory
agrees with the data; however, even after taking into account the energy loss of the

beam, the discrepancy at small polar angles is still present, although it is greatly

reduced.
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Chapter 1

Introduction

People have been trying to study the properties of nuclear matter for a long time (see
for example [Naga81]). Even the basics of nuclear matter, such as at what densities
nuclear matter is a gas, a fluid, or a solid are not well known . What is the entropy of
these phases? Are these the only phases possible? (Water has at least four different
forms of ice.) Also at what temperatures do these phases occur? How is temperature

defined for nuclear matter?

The purpose of experiments such as this one is to decipher the equation of state
of nuclear matter. The “equation of state” refers to the properties of nuclear matter
such as the relationship between density and temperature. These properties can be
determined by colliding heavy nuclei and, depending on the energy at which these

collisions occur, states of various density and temperature are produced.

This deciphering of the equation of state is being performed in many laboratories
around the world simultaneously on both experimental and theoretical fronts. Quite
a variety of theoretical models have been proposed to date. One way to test them
is by comparison with experimental results. If the theoretical model is capable of
reproducing the experimental data, it means that the physics that is occurring during

these heavy-ion nuclear collisions is understood. However, if there are discrepancies,
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then in all likelihood it means that some physics is going on which is not being

accounted for. Such discrepancies are usually where new things are discovered.

At present various theoretical models (such as Cascade, VUU, BUU, RVU, and
QMD) agree rather well with one another but disagree with experimental results
[Aich89]. The discrepancies involve the production cross sections of proton-like (p-
like) particles at different lab angles as a function of momentum for 0.8 GeV/n La on
La collisions. Proton-like particles refers to 'H, ?H, ®H, 3He, and *He, which are the
predominant fragments emerging from the above collisions. Production cross sections
as a function of angle and momentum refer to thef phase-space distribution of p-like
particles with specific angle and momentum. Al; easier way to think of these cross
sections is as the probability of producing p-like particles having a specific angle and
momentum in the lab frame. Figure 1.1 shows the comparison and the discrepancy
between the theoretical calculations and the experimental results. The data (solid
dots) were obtained by Hayashi et al [Haya88], and the theory curves come from

several sources [Aich89).

The discrepancies are most notable for the top curve (20°). The figure is drawn on
a log scale, so we are looking at discrepancies up to a factors of two. It is important
to resolve them because some of these models are being used to calculate effects that
occur at the few percent level. If they have such large problems predicting something
basic like inclusive cross sections, then their other predictions very likely will be in
serious error. The fact that such a variety of théoretica.l models, all with varying
assumptions, agree is significant. As a result, some people thought that the problem
might lie in the experimental data: Thus, the primary motivation for the present

research is to check on the accuracy of the previous experimental work.

Some of the above theories do not incorporate coalescence into their models. In

these cases the final products are free nucleons, and no complex nuclei such as deu-
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Figure 1.1: Comparison of theoretical models with experimental data for invariant
cross sections of p-like particles at three polar angles for 0.8 GeV/n La on La colli-
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terium, tritium, and so on. In order to be able to compare the various theories with
experimental results, one has to sum over all the protons produced, regardless of
whether they are free or combined in complex nuclei. Actually, one should also take
into account heavier fragments such as lithium, but the probability of producing such
heavy fragments is so small that the final result is not significantly affected by ignor-

ing their existence. Details of the calculation of the p-like cross sections are presented

in Chapters Il and VI.



Chapter I1

Theory

A Introduction |

This chapter contains a brief introduction to some of the models used in Figure I.1.
However, calculation of p-like cross section is slightly convoluted because the models
in question are mostly interested in things such as charge flow from nuclear collisions.
Thus, any coalescence effects are ignored. This means that the number of protons
produced according to one of these models is larger than the number of free protons
produced during the real collisions, because in the real collisions the fragments such
as helium will contain bound protons, which in the theoretical model are produced

as free protons.

An introduction to the coalescence model is needed in order to understand why

the effects of coalescence can be ignored on the energy scale of this experiment.

B Basic Coalescence Model

The coalescence model predicts that, when two nucleons (protons and neutrons) come
within a coalescence radius (p,), they will bind into more complex fragments, such
as deuterons, tritium, and so on. The coalescence radius is a function of the relative

momentum of the nucleons. This means that if the momentum difference between,

5
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for example, a proton and a neutron is small enough, they will be able to coalesce

into some complex nucleus, namely a deuteron.

It has been observed ([Jaca85], [Lema79], [Gutb76], [Butl63], [Schw63]) that there
is a scaling law between the proton cross sections and the composite fragment cross

sections. This relationship is

A
sG] - el ()] @

where F %’ is the Lorentz invariant cross section. Whether the subscript is A4 or

p refers to whether the cross section is that of a composite fragment of mass number

A or simply for protons. Cy4 is an empirical scaling factor.

From the scaling factor one can calculate the coalescence radius [Jaca85] to be

N A-1
P = ( o) O || Amz) (IL2)

where N, N;, and N, are the fragment, target, and projectile neutron numbers,
respectively; Z, Z,, and Z, are the fragment, target, and projectile proton numbers;
m is the nucleon rest mass, and o, is the geometric reaction cross section with r, =
1.2 fm, this being the radius of a nucleon. There are more refinements which have
been added, such as taking into account the spin of the particles and also predicting

source sizes.

An average value for p, seems to be around 150 MeV/c, where c is the speed
of light. The process of a proton and a neutron coalescing into a deuteron with a
final momentum of 1 GeV will have a 7% effect on the initjal momentum. This will
be an isotropic effect, so the overall charge flow will not be effected, which is the

reason some of the theoretical models which are going to be reviewed do not consider



coalescence effects.

There is a good review article on microscopic models by G. Bertsch and S. Das
Gupta [Bert88]. A large portion of the following discussion on these models is drawn
from this article. Another thing which should be mentioned is that all of the following

models use Monte Carlo simulations (Appendix A).

C Cascade Model

The first of these models and perhaps the most intuitive is the Cascade model. It
was the first strictly microscopic model, meaning that it treats each nucleon in the
nucleus separately. In the model each nucleus is a collection of nucleons within a
sphere. This early model contained no nucleon-nucleon interactions, meaning that
no fermi momentum could be assigned to the individual nucleons. In a real nucleus,
in the ground state the nucleons inside the nucleus have momentum. If any of this
momentum were assigned to any of the nucleons, the nucleus would just break apart,

because there is no nucleon-nucleon interaction to hold it together.

The purpose of the Cascade model is mainly to specify the position and time of
particle collisions. This is done by dividing the collision into small time intervals of
6t, which is chosen so that the probability of more than one interactions is small; a

6t = 0.5 fm/c (1.67x102* sec) is often used, where c is the speed of light.

Using Monte Carlo simulations (Appendix A), one can determine whether two
particles will collide. If there is a collision, the Monte Carlo simulation chooses the
impact parameter. It can choose whether the collision is elastic or inelastic. With
an inelastic collision there is a possibility of producing A(1232) particles, which will
decay into pions (r) and baryons. The angle of scattering and the final momentum

are Monte Carlo decisions. In order to obtain results which will look like the data,
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one needs to propagate many of these interactions through each 6t simultaneously.
Small volumes can be defined, and after each 6t step the density of particles in these
volumes can be calculated. Variables such as entropy and temperature can also be
pulled out. This model was reasonably good at predicting cross sections to within a

factor of 2-3.

D Cascade Model with Mean Field

One of the deeper improvements made to the Cascade model was to add a mean field,
which is a potential term which will be explained in the next few paragraphs. This
is where theories such as Boltzmann-Uehling-Uhlenbeck (BUU), Vlasov-Uehling-
Uhlenbeck (VUU), Relativistic-Vlasov-Uehling (RVU), and Quantum Molecular Dy-
namic (QMD) arise [Aich89]. They all use the same general equation:

of 1 do
_+v-V,-f—V,-U-VPf = —(27r)6/d3p2d3p21dﬂm‘012

ot
x [if(1 - f)(1 = f) = fify(1 - £i)(1 - £)]

x (27)> 6%(p + p2 —pr — p) . (IL3)

Here f(r,p,t) is the function which describes the position and momentum of the

individual particle as time progresses.

The left side of equation I1.3 when set equal to 0 is called the Vlasov equation. It
can be derived starting from creation and annihilation operators [Bert88]. The left
side of equation IL3 is the semiclassical version of the time-dependent Schrodinger
equation with a potential term added (U); thus, this part of the equation takes into
account the propagation of the paiﬁcle. The potential term is density dependent; its

functional form is

Ulp) = A (;,’i) +B (ﬂ)a , (1L.4)

Po
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where p, is the normal nuclear density, p is the density at the time of sampling, and
A, B, and a are adjustable parameters. A and B are attractive and repulsive terms,
respectively, and a is related to the compressibility of nuclear matter. A high value of
a (e.g., 2) is considered a hard collision, meaning that the matter is incompressible,

while a low value of « (e.g., 1) is a soft collision.

Various theories have differing values for A, B, and a. However, the potential curve
as a function of p/p, is well known from nucleon-nucleus scattering experiments for
low values of p/p, (0.5-1). This means that, no matter what values are chosen for
A, B, and q, the resulting curve has to follow at Ilea,st; the beginning of the potential
curve. These theories really start to diverge frorﬁ one another at p/p, of 1.5. In this
experiment, densities higher than 1.5 times that of nuclear densities are not reached
[Jian91], so the differing values of A, B, and « in the individual theories do not really

effect the results.

The right side of equation I1.3 is called the collision integral. This part of the
equation takes into account the interactions in a collision. fi, fa, f1:, and fy, are
the states of two particles before and after the collision: before the collision the two
particles are described by f; and fy, and afterward by f;. and fo,. The cross sections
for going from f; to f1, and f to fo in a collision are described by the dQ %‘5 V12
term. These cross sections are model—dependent; this is a variable which changes
depending on the theory. Finally, the (1 — f ) terms take into account Pauli blocking:
in a collision some states are going to be occupied, so these states will not be available

for other particles.

One of the above mentioned models does differ from all the other models in one
thing: QMD has coalescence built into it. When all the particles have been propa-
gated through the 6t intervals, it tests for clumps of nucleons which under the right

conditions (spin, momentum, etc.) could coalesce, so this model does produce com-
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plex nuclei.

This roughly describes the general equation used by the various models. The in-
teresting thing to notice is that even with all the various assumptions each of these
models has, they seem to agree rather well among themselves when predicting inclu-

sive production cross sections (Figure 1.1) at these energies.

E Cross Section Predictions

As can be seen, there is no inherent coalescence built into the above mentioned models,
except for QMD. Thus, if one wishes to perform/a comparison between theory and

experiment, a middle ground must be found, s0, the cross section is calculated using

dso',-,,c A 2 d3¢7,-
E =l Z:Z,Ai E.d—p? , (11.5)

where 0, is the inclusive p-like production cross section, Z and A are the fragment
charge and mass number, and E %,‘-’- is the Lorentz invariant cross section. The
advantage of defining the cross section this way is that it is independent of the frame
for which one is calculating it. Finally, the whole thing is summed over all fragment
types. In this experiment the heaviest fragment dealt with is 4He. It is not completely
obvious as to how equation IL.5 takes into account all protons. (The Z and A?
are required because we are measuring p-like particles.) This is more extensively

discussed in Chapter VI.



Chapter III

Experiment

A Introduction /

The experiment consisted of 0.757 GeV/n *La on "**La collisions. The experiment
was done using the Bevalac accelerator at the Lawrence Berkeley Laboratory (LBL).
The beam rate was about 107 particles per spill with one spill every six seconds. The
lanthanum target used was 0.5 gm/cm? thick, and the experiment ran for approxi-

mately 96 hours.

The purpose of this experiment was to determine the inclusive production cross
sections for proton-like particles which come out of such collisions at various angles.
It was especially important to make this measurement at 20° polar lab angle because

this is where the largest discrepancy lies between theory and the previous experiment

(Figure 1.1).

Since the object was to measure the number of particles of various types, it was
necessary to design a spectrometer which would be able to distinguish the particles
from one another and also measure the momentum of each particle. The five particles
that are of importance are protons (*H), deuterons (*H), tritium (*H), helium 3 (3He)
and alphas (‘He), since the contribution of Li and heavier elements to the cross

sections are expected to be negligible. In order to separate particle types, four pieces

11
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of data are needed: rate of energy loss, rigidity, time of flight, and path length. First,

an explanation of each of these is necessary:

e Rate of energy loss = The energy the particle loses per unit thickness in a plastic
scintillator.
* Rigidity = An inverse measure of the deflection of a charged particle when

traversing a magnetic field:

R=12°%_ P (IIL1)

j
/
where m is the mass of the particle, Z its charge, v its velocity, and 7y=1/y/1- 1'0-:- A

high velocity particle will have a high rigidity and will not bend much in a magnetic
field.

e Path length = The length of the path of the particle through the spectrometer.
* Time of flight (TOF) = The time it took to traverse the path length.

How do these four values help to distinguish the particles from one another?
Equation III.1 can be simplified; because of the small acceptance of the spectrometer,
the path lengths of most particles are nearly equal. Thus, equation III.1 can be
approximated as R o 1/TOF. Therefore, plotting R vs TOF (Figure II1.1) gives a
plot which separates particles by their m/Z values (Figure II1.1 has been produced
using a Monte Carlo simulation, as explained in Appendix A). In this way all the
particles can be distinguished, except for 2H and “He, since their m/Z is effectively
the same. Also shown in Figure III.1 are positively charged pions. These particles do
not enter into the calculation of the cross sections, but they will be detected in the

experiment; thus, they were also simulated.
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Energy loss is then used to separate H and “He. The Bethe-Bloch equation
([Part92], [Fano63]) describes quantitatively the energy loss of relativistic particles as
they pass through a material,

dE  DZmea (Z\*], (2m~?B%c , 6
:l;- = Amcd (—ﬂ—) [In (—I——— - ,3 - =1 . (1112)

The equation has quite a few terms; however, the factor of interest is

2
%—g o (-g—) . (IT1.3)

Here dE/dz is energy loss per unit length, Z is tt/le charge, and 8 is v/c. Combining
equations III.1 and IIL3,

2
%g =« (7)) (IIL4)

This means that a plot of dE/dz vs. R (Figure II1.2) (again this figure was produced
using Monte Carlo data) would produce a separation caused by the mass difference
between various particles. As can be seen in Figure II1.2, ?H and *He are well sep-
arated; however, 3H and 3He have almost equal masses and are not well separated.

Again, pions are also detected and simulated.

Using a combination of Figures III.1 and II1.2, it should be possible to separate

all five particle types.

The goal is thus to design a spectrometer which will allow the determination
of three variables (time of flight, rigidity, and energy loss). To this end the Janus

spectrometer was set up (Figure II1.3).

B Spectrometer

As each part of the spectrometer is described, its purpose will be explained. All the

parts which will be mentioned can be found in Figure IIL3.
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1 The Janus Magnet

The Janus magnet is a dipole magnet with a pole-tip size of 167.6 cm by 55.9 cm
and a pole gap of 21.4 cm. During the experiment the magnetic field was set at 7
kG. The deflection that is observed, due to the charged particle crossing the field, is
related to the momentum of the particle. The quantitative determination of rigidity

will be described later.

2 Scintillation Counters

J
In Figure II1.3 there are quite a few scintillators. Nearest the target are S1 and S2,
and behind the magnet the AB array, all with various purposes. Because they have
different purposes, the sizes of the scintillators are important. The scintillators are

made of a plastic commercially called NE 102A.

S1 is 1.5 mm thick, 15.2 cm high, and 30.6 cm wide. S2 is 1.5 mm thick, 20 cm
high, and 56.1 cm wide. Both S1 and S2 were equipped with XP2020 photomultiplier
 tubes, which have high count-rate capabilities. S1 and S2 each can handle up to 10°

events per second.

The A part of the AB array comes in two widths, 25.4 cm and 12.7 cm (see the
blow up of the AB array in Figure II1.3B), with seven of the first width. and two of
the second. The narrow A scintillators were placed at each edge of the array in order
to create a staggering between the A and the B scintillators. The A and B thickness
are 0.64 cm and 0.32 cm, respectively. The B scintillators are all 25.4 cm wide. Both

the A and the B scintillators are 31.1 cm high.

The time of flight is the time it takes for the particle to travel from S1 or S2 to
the AB array. Thus, as soon as a signal is seen in S1 and S2, a clock is started; when

a signal is seen at the AB scintillators, that clock is stopped. The digitized value that
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is obtained from this is provided by a time-to-digital converter (TDC). The TDC is
an electronic module (LeCroy 2228A) which accumulates a constant current onto a
capacitor. The charge on the capacitor will be proportional to the length of time it
was left to charge. Thus, the charge that is recorded from the TDC is proportional

to time. Each AB scintillator segment has its own TDC module.

The AB array has two functions: The first, just mentioned, is to stop the TDC
clock. The second is to measure the energy loss of a particle as it passes through the
A array, this being the reason the A array is so thick. The signal that is observed
comes from an a.nalog—to-digital converter (ADC?. The ADC is an electronic module
(LeCroy 2249A), and it also works using a ca.pacifor, which accumulates the current
which comes from the photomultiplier tubes. The current from the phototubes is
related to the light output produced from the particle that passed through the scin-
tillating plastic. This, in turn, is related to the energy loss in the scintillator. The
energy loss in the scintillator has to be in a correct range. If the energy loss is too
low then the electrons are not exited to the correct energy levels and the deexcitation

is thermal, but if there is too much energy loss, the deexcitation occurs through the

breakdown of molecular bonds in the plastic.

S1 and S2 are used primarily to produce a start on the TDC. Since this will
be accomplished with a signal of almost any size above the noise level, it is to our
advantage to make both of these scintillators very thin, minimizing scattering and

energy loss.

3 Multiwire Proportional Chambers (MWPC)

The dimensions and details of the three-plane wire chambers (from now on abbre-
viated MWPC) are as follows: MWPC 1 has an area of 30.5 cm by 15.25 cm. Its
first plane is angled at 45°, the second plane at 90° (vertical), and the third at 0°
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(horizontal). MWPC 2 is 57.6 cm by 19.2 cm, with planes 1 through 3 strung at 0°,
90°, and —45°, respectively. MWPC 3 and 4 are identical, 200 cm by 25 cm with their
planes are strung at —30°, 90°, and 30°. In every plane the separation between the
wires is 0.2 cm. Each sense wire plane is separated from the next by a high-voltage
wire plane; the separation is 0.7 cm. The gas mixture in the wire chambers goes by
the name “magic gas,” which consists of 70% argon, 25% isobutane, 4.5% freon, and
0.5% methyal. Wire chambers 1, 3, and 4 were read out by an LBL system, while

wire chamber 2 was read out by a LeCroy PCOS3 system.

The purpose of these wire chambers is to obtﬁin information on the position of a
particle when it crosses their planes. When a parficle crosses through one of the wire
chambers, it will ionize the gas and create a current in a small clump of wires in each
of the first, second, and third planes. Because of the angle at which each plane is
strung, the intersection of all three wires forms a triangle, the center of which can be

taken as the point at which the particle went through the wire chamber (Figure I11.4).

The position of the particle could have been determined just as well by just using
two wires; so, why the third wire plane? The problem that occurs is when two
particles cross through the wire chamber simultaneously. Assume that there were
only two planes and that two particles crossed this.wire chamber (Figure IIL5). It
is ambiguous as to where the two particles crossed the wire chamber; did they go
through points 1 and 3 or 2 and 4? Now compare this with the situation in which
the wire chamber has three wire planes (Figure I11.6). The third wire plane makes it

clear that the two particles crossed at positions 1 and 3.

The positions that all four wire chambers provide will allow the determination of
rigidity, path length, and certain cuts on the data which will help in the determination

of the quality of the track reconstruction. These items will be explained further in
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4

/]

Figure II1.4: A wire firing in each plane forms a triangle showing where a particle has
crossed the MWPC.

!

Figure IIL.5: The ambiguity in the positions at which two particles traverse a wire
chamber with only two planes of wires.
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Figure II1.6: The third wire plane localizes the p(ositions of the two particle tracks.

Chapter 1V.

4 Beam Monitor

To measure the cross section it is necessary to know the number of beam ions which
hit the target. The beam intensity was measured using an ionization chamber (IC2),
which has been used before [Zajc82]. The current from the ion chamber was read by
a current integrator with a pulsed output counted by a scaler, which is proportional
to the number of incident beam ions. The proportidnality constant was determined
by calibrating the ion chamber using a La beam of known intensity. The calibration

has an error of 0.9%.

C Target Position and Spectrometer Angle

There is an interesting problem with the goal stated at the beginning of this chapter.

Because of the physical constraints of the Janus spectrometer it was not possible to
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place the magnet in such a position as to measure the particles coming off at 20°,

which was the main goal of this experiment.

An important thing to keep in mind is that whether the angle is 20° in the target
frame or the projectile frame makes no difference at all, the physics is the same. This
results from the fact that the collision is a symmetric one, i.e., the projectile and
the target nuclei are identical. The explanation of the measurement at 20° is going
to be centered around Figure II1I.7. Keep in mind that this figure is just a visual

representation of the Lorentz transformations.

The first thing which needs to be explained ig/ rapidity, usually designated Y and
plotted on the horizontal axis of Figure IIL.7. Rapidity is a variable which is used
instead of velocity due to its simple additivity under Lorentz transformations. If one
wishes to transform from one moving frame to another, one can just add or subtract
the rapidities of each of these frames. (This is not the case for velocities, because of

relativistic effects.) The equation for rapidity is

- E pllc] -1
Y =05In = tanh , IT1.5
[E e Bi (I11.5)

where E is total energy, py is the parallel component of momentum, and By is the
parallel component of 8. The vertical axis of Figﬁre IIL.7 is the perpendicular mo-
mentum divided by the mass of the particle. There are two thicknesses of lines in
this figure. The thick lines correspond to the projectile frame, and the thin lines to

the target frame.

As a start, consider the target frame (the thin lines). The lines going upward, with
angles indicated at the top of them, are lines of constant lab angle, which are curved
because the parallel component of the momentum has relativistic transformations.
The lines perpendicular to these lines are lines of constant momentum, which are

also curved because of relativistic effects. Now, consider the projectile frame (the
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thick lines). This grid has the same interpretation as the grid in the target frame.
As can be seen, in the projectile frame the area of discrepancy between theory and
experiment (the shaded area) at 20° is equivalent to a specific momentum and angular
range in the target frame. These ranges, in the target frame, are physically possible

to measure using the Janus spectrometer.

Figure II1.8 shows the various combinations of magnet rotation and target position
used in order to cover the momentum and angular range which are to be transposed
to the 20° measurement. The first magnet—target configuration in Figure I11.8 covers
an angular range from 50° to 80°; roughly, the n}iddle angle of this configuration is
65° and from now on this configuration will be referred to as the 65° configuration.
The second configuration in this figure covers an angular range from 37° to 54°, its
middle angle is 45°, and it will be referred to as the 45° configuration. Finally, the
third configuration covers an angular range from 29° to 44°, its middle angle is 35°,
and it will be referred to as the 35° configuration. These three configurations cover

the range needed in Figure IIL.7.

By collecting data at three magnet-target configurations (Figure II1.8) and using
the appropriate Lorentz transformation, the p-like cross sections at 20° could be

obtained.

D Trigger and Data Acquisition

A nuclear reaction will produce a multitude of fragments, which in turn will produce
a very large number of electrical signals as they pass through the spectrometer. If
all the signals were to be written to the computer directly, the computer disk or
magnetic tape would fill up relatively fast, not to mention that the data analysis

would be more complicated. It is therefore essential to set up a trigger. The trigger



First configuration

Second configuration

Third configuration

Figure 111.8: Various rotations and angle positions used to cover a greater range of
momentum.
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is a set of conditions, which in our case is a specific sequence of electrical signals.
If these conditions are met, then whatever caused the signals will be considered to
be a candidate event. All of the electrical signals from this candidate are stored on
magnetic tape. The conditions of the trigger will, of course, depend on what one is
trying to measure. In this experiment, anything which might be a particle should be

considered a candidate. Therefore, the conditions for our trigger were
Trigger = SxIIx FO. (I1L.6)

This equation means that a simultaneous signal x/nust be observed from each of the
three components. Looking back at Figure III.3,;the components correspond to the

following:

S = S1 * 52 coincidence
I = signal from the AB array (I11.7)
FO = A signal from each of the four wire chambers

If there was a simultaneous signal from each of the above, it is likely that a particle
went through the spectrometer, and the signals were then stored on magnetic tape.
The data acquisition was done using a VAX-11 /750, and the software used for the

data acquisition was the Los Alamos Q system [Harr81].

A little bit more discussion is needed on the Fast Out (FO) electronics. Because it
was not possible to reconstruct a track from the wire-chamber signals before the next
set of events arrive, the Fast Out (FO) electronics were set up. The FO will fire if a
set of conditions have been met by the four MWPC’s. It was required that one out of
three planes gave a signal for the MWPCL, three out of three for MWPC2, and two
out of three for both MWPC3 and MWPC4. There is an additional requirement that
all of these signals have to fall within a time gate. Again, because there is not a lot

of time available, it is not possible to check if it is the incoming particle which caused
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the signal. This means that the FO will fire if it receives any signals from the four
wire chambers. This has repercussions for the overall efficiency of the experiment,

which will be discussed in Chapter V.

E Master Gate and Run Gate Scalers

Obviously, in the electronics and in the data aquisition there is going to be some dead
time. This dead time needs to be taken into accéunt in one form or another, which

is what the master gate and “run gate” are about.

There are scalers associated with both of these gates, such as the beam counter
mentioned above. A scaler is nothing more then a counter. If a scaler is run gated, it
means that it will accept signals continuously while the run is in progress regardless
of any dead time. On the other hand if a scaler is “master gated”, it will only accept
signals under a specific set of conditions. The conditions are RUN, BEAM, and NOT
BUSY, where RUN means that there is a run in progress, BEAM means that there
is a spill coming from the Bevatron, and NOT BUSY means that the computer is
free. Taking as an example the scalers for the beam monitor, the run-gated beam-
counter scaler will tell us how many beam ions have gone through the target, while
the master-gated beam-counter scaler will tell us how many beam ions have gone
through the target during the live time of the computer. Similar scalers were set
up for time, the run-gated time tells us the amoﬁnt of time for the run, while the

master—gate time tells us the amount of live time for the run.

When looking at beam rates (Chapter V) and calculating the final cross section

(Chapter VI), whether the scaler used is run gated or master gated is very important.
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F  Summary

For a quick overview of the spectrometer, refer back to Figure II1.3. The S1 and
S2 scintillators serve to start a TDC when a particle passes through them. The AB
scintillators have two purposes, to stop the TDC and to measure the energy loss of
the particle. The wire chamber will give the location of the track as it goes through
the spectrometer and will eventually reveal the momentum of the particle. Finally,
and most importantly, the magnet, wire chambers, and scintillators are rotated to two
angles and the target is placed at three positions in order to measure the appropriate

|

momentum and angular ranges needed to obtain 'the 20° cross sections.



Chapter IV

Data Analysis

A Introduction j

This chapter will deal with the various steps which were followed to obtain the cross

sections. The following flow chart shows each major step which was performed in the

analysis.
I
Experiment
I
Track finding, IVC ,
Effective edge approximation Monte Carlo
. 4
VI
Acceptance| —
III
Particle identification, \% '
Chebyshev correction Chebyshev coefficients

|

Vil

Cross sections
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The following sections and subsections explain each part of this flow chart.

B Track Finding

This section corresponds to box II on the flow chart and deals with how tracks were
reconstructed from the raw data. It is conceptually easy to think of how a track is
reconstructed. From each wire chamber there is a point (or a hit) in space; from the
points in MWPC 1 and MWPC 2 an in-going line/into the magnet can be constructed,
and from the points in MWPC 3 and MWPC 4 an out-going line can also be formed.
All that is left is to construct the curvature that occurs in the magnetic field and
match that curvature to the in- and out-going lines. When this is done, a track has
been reconstructed. MWPC 1 will typically have up to 10 or more hits per event
due to its proximity to the target. MWPC 2 will have many fewer hits because it is
relatively removed from the target; however, even if it has only two hits, there are
20 possible combinations (10 in MWPC 1 times 2 in MWPC 2) to form in-going
tracks. If there are only two hits in each of MWPC 3 and 4, that means there are
four possible out-going tracks. Thus, there are 80 possible (20 in—going times 4 out-
going) combinations of hits through the spectrometer in this example. Obviously
not 80 particles have traversed the spectrometer. The problem is to get rid of the

candidate tracks that are formed using the wrong matching of hits.

The next subsections will deal with the problem of matching in—going hits with -
out-going hits to form a track. Four parameters will be used to do the matching:
target trace back, AR, AZ3, and AZ4. All of these parameters are calculated using
an effective edge approximation. “Effective edge approximation” means that it is

assumed that the magnetic field is constant up to a sharp edge and is zero beyond
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this edge. While this is not strictly true, after a certain point the field is so weak
that the approximation is not a bad one for this experiment. The accuracy of the

approximation will be examined a little later.

1 Survey of the Spectrometer

Before continuing the discussion about the various parameters, it is important to
know the position of the multiwire proportional chambers so that the positions of the

hits can be determined.

After the experiment the spectrometer was surveyed: the position of each piece
of the spectrometer was measured three times, each measurement on a different day.
Also, during the experiment itself, some of the runs had the magnetic field turned
off, meaning that any particle passing through the spectrometer was going through
in a straight line. Thus, it is easy to predict which wires in MWPC 3 and 4 should
fire if the positions of the hits in wire chambers 1 and 2 are known. The agreement
between the prediction and the real hits indicated the amount by which the position
of each wire chamber had to be corrected in order for the predictions and real hits
to match. The correction amounted to a change of a few millimeters for each of the

wire chambers.

2 Target Trace Back (TTB)

The easiest parameter to explain is the target trace back (TTB). From the survey of
the spectrometer, the positions of MWPC 1, MWPC 2, and the target are known very
precisely (+£0.2 cm). To make life simple let’s imagine that there were only two hits in
MWPC 1 and only one hit in MWPC 2. This gives two possible combinations of in—
going tracks (Figure IV.1). Since the only reactions which are of interest originate in

the target, the particles (or tracks) that are being sought should come from the target.
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Figure IV.1: Possible tracks leading back to the target.
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In Figure IV.1 only one of the two possible tracks leads back to the target; therefore,
the combination which formed the other track can be discarded. Figure IV.2 shows
the target trace back from a set of real data. There exist a multitude of particles
which do not lead back to the center of the target. These are real particles which may
have been produced from a variety of places such as beam air interaction, beam lead
interaction, and beam beam-pipe interaction, or these may be particles which were
produced in the beam-target interaction but scattered either in the air, scintillators,
or even the wire chambers. The particles which did not come from the beam target

interaction will be taken into account by subtracting out the background.
/

Not all our problems are solved, because of the fact that when many hits are close
to one another, several of the combinations could lead back to the target. Thus, more

criteria are required.

3 AR Cut

The next parameter is AR, which partly helps in choosing the right combination of
hits to reconstruct a track. When a charged particle moves through the magnetic
field, it will follow a circular arc. For a real track, the in-going and out-going lines
are tangent to the arc at the effective edges of the field (Figure IV.3). Therefore,
perpendiculars (R1 and R2 in Figure IV.3) to the in— and out-going lines at the
effective edges should be along the radii of the circular arc, and the intersection
point of R1 and R2 will be the center of the circle. Using the slopes of R1 and R2,
plus the points at the effective edges, an equation for each line (R1 and R2) can be
obtained. Then the position of the center of the arc can be calculated by solving
the two equations for their intersection point. Knowing the coordinates of this point

allows the calculation of the lengths of both R1 and R2. For a real track R1 should
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be essentially the same length as R2. AR is a measure of this:

R1
= — — L. Iv.1
AR I . (IV.1)
If the match between the incoming and out-going lines is a good one, AR will be
close to zero; however, if the match is bad, AR will either be a large positive number
or close to —1. AR is then multiplied by 100 in order to convert it into percent.

Figure IV.4 shows two possible matchings and the AR which would result from each.

For a real track,

R1 /
= == 1 ‘ny IvV.2
AR i 1 ‘=0 (Iv.2)
For a false track,
R1 . (e
AR = B 1 is a large positive number or close to —1.- (IV.3)

It is obvious that the combination of R1 and R2 is better.

Figure IV.5 shows the AR distribution which is obtained from an experimental
run. There seems to be a very large background, resulting from all the wrong com-
binations of hits which are considered to be tracks. This background will disappear

once the x? restriction is applied (explained in subsection 5 below)

Now there are two parameters which can be used in the track determination.
However, there still is another problem: AR is calculated as if the track had no vertical
component, which is seldom true. The up and down directions of the in-coming track
into Janus are restricted by the target trace back, since the track is required to lead
back to the target (Figure IV.2), After the magnet there is no parameter available to
judge the up and down motion of the out-going track. This is where AZ3 and AZ4

come into play.
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4 AZ3 and AZ4 Cuts

The field lines at the edge of the magnet are bowed outwards, and this focuses charged
particles vertically. This effect can best be described by looking at Figure IV.6. Part A
shows the Bx and By components of the field; outside of the magnet the field has
a By component. Part B shows a top view, the shaded area is where a particle will
feel the Bx component of the field. Part C shows the result of the interaction with
the Bx component. This is called vertical focusing. The extent of the focusing has
to do with the particle’s momentum and the field strength. A quantitative derivation
of the amount of focusing can be done [Banf68]. Knowing the extent of the focusing,
one can calculate the height at which the particle will hit MWPC 3 and 4. This is

where AZ3 and AZ4 come into play. These two parameters are defined as follows:

AZ3 Z3(calc) — Z3(ezpt)

(IV.4)

AZ4 Z4(calec) — Z4(ezpt)

]

AZ3 and AZ4 are the differences between the calculated height and the experimental
height in MWPC 3 and 4. Again, if the matching of hits is a good one, the differences
AZ3 and AZ4 will be close to zero.

Figure IV.7 and IV.8 show the AZ3 and AZ4 distributions, which are obtained
from an experimental run. Again, both the AZ3 and AZ4 plots contain high back-
grounds, resulting from to the wrong combination of hits into tracks. This background

also disappears once the x? restriction is applied. As can be seen, AZ3 and AZ4 are

useful parameters.

It should be mentioned that AZ3 and AZ4 are coupled. Figure IV.9 demonstrates
that when the prediction for AZ3 is bad, so is the i)rediction for AZ4, and vice versa.

This fact becomes important when calculating the value of the x2.
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There are now four parameters which can be used in selecting the matching of
hits to form a track (TTB, AR, AZ3, and AZ4). As can be seen from Figures IV.1,
IV.5, IV.7, and IV.8, these are all useful quantities which can be used in track re-
construction. However, because of the approximations involved, a track may have a
good TTB and AR but a bad AZ3 and AZ4; thus, the question arises as to how to

pick the best combination of all four test parameters simultaneously.

5 x? Test

A x* method was used to minimize five parameters (five instead of four because the
target trace back has X and Y components). x? is defined as

n . A2
X2 = E w; (____:1:. Xt) ; (IV.5)
=1

g

where z; are the five parameters for a specific combination of hits, X; is the average
value of each parameter, o; is the standard deviation of each parameter, and w; is
the weight attached to each parameter. The smallest x? then results from the most
likely correct combination of hits to form a track. Table IV.1 shows the average,
the standard deviation, and the weight used for each of the parameters for this x?
calculation. The X and Y directions refers to the X and Y coordinates of the target
trace back. The entries in the table for these two values are an example from an
experimental run. (The beam spot moved from run to run, so the values for these
two parameters differed, depending on which run was being analyzed.) The reason
AZ3 and AZ4 are not weighted equally with the other parameters is because they
are correlated (Figure IV.9). It should also be noted that the average values (X;) for
AR, AZ3, and AZ4 are not centered at zero. This will be discussed later.

There is still one other problem. When two particles go through the spectrometer,

there will be two hits in each wire chamber and, therefore, sixteen possible combi-
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| Parameters [ X | o0 [wi]
Y direction || 0.42 [ 0.69 | 1.0
X direction [ -0.42 | 0.87 | 1.0
AR 0.25 10.30 | 1.0
AZ3 0.50 | 1.11 ] 0.5
AZ4 0.75 12.03 | 0.5

Table IV.1: The average value, standard deviation, and weight of each parameter
used in the calculation of x2.

/
nations accompanied by sixteen x? values. The lowest x? value will determine the

combination of hits which forms the first track. Now the question becomes how to
pick the best combination out of the remaining fifteen to form the second track. In-
tuitively, one would pick the second smallest x? value. There is a problem with this,
being that the second smallest x2 value represents a combination of four hits, some of
which may have been used by the first track. As an example, see Figure IV.10. In this
figure only three tracks have been drawn out of the possible sixteen, and each track
has a x? value associated with it. Imagine that the smallest x? value was associated
with track 1, the second smallest with track 2, and the largest x2 with track 3. The
smallest x? value would then represent the first chosen track, and if the next smallest
x? value were to be used as the determining factor for the second track, track 2 would
be chosen as the correct combination of hits. However, it is very unlikely that two
tracks will share two hits, so the wrong combination of hits would be chosen for the

second track.

To solve this problem an additional condition has been added. The correct com-
bination of hits chosen comes from the next smallest x? value which does not share

any hits from the first track.
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Figure IV.10: x? values calculated from various hit combinations.
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It is possible, however very unlikely, to have three particles going through the
spectrometer; again, the third track is found by using the next lowest x? value which
does not share any hits with the previous two tracks. Out of some 22,000 tracks
three track events were recorded only 25 times(0.1%), and all the third tracks had x?
values in the 2x10° and above range. This points to the fact that the combination of
hits which form the third x? values were unlikely candidates, so all third tracks were

thrown away.

The x? values can now be compared for all the possible combinations and for
only the chosen combinations (Figure IV.11). As can be seen, much of the back-
ground disappears. This background corresponds to all the tracks formed from bad

combinations of hits.

Now that the choosing of tracks based on the x? values has been implemented,
let’s take a look back at the corrected AR, AZ3 and AZ4 plots (Figures IV.12, IV.13,
and IV.14). As can be seen, all the tracks which were formed from the wrong matches
have been removed. It is also more noticeable that all three of the parameters are
not centered exactly on zero. It was noticed during the analysis that a 1.7 mm offset
in MWPC 2 caused a 2 cm offset in AZ3. It is very likely that a combination of
very small offsets in the relative position of the wire chambers are responsible for
these parameters not being centered on zero. The zero field data used to determine
the position of each of the wire chambers (this chapter, section B, subsection 1) is
limited in precision because of the wire spacing (2 mm) in each wire plane. Another

possibility for the offset in AZ3, and AZ4 is parallax in the wire chambers.

One further requirement used once the track had been found was that the correct
AB scintillator had to have produced a signal. If this was not the case, that track was

thrown away. About 0.05% of found tracks were thrown away due to this restriction.
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C Particle Identification

This section corresponds to box III on the flow chart at the beginning of this chapter.

As was mentioned in the first part of Chapter III, particle identification needed to
be done using a combination of the time of flight, energy loss, and rigidity information.
Due to the fact that 52 was not sufficiently segmented, the time of flight information
was very poor. The problem arrises from the fact that S1 (Figure II1.3) was too far
away from the target. When a reaction occurs between the beam and the target,
there are quite a few very fast particles which come out. These fast particles then
pass through S1, where the timing is started. Because these are fast particles, they
do not get bent through the spectrometer. Some time after the fast particle, a slower
moving particle can come along and pass through S1. It is at this point that the
timing should start; however, the timing has already been started. Because the
second particle is slower moving, it is bent through the spectrometer, and crosses
the AB array, which stops the timing. This timing is, of course, much longer then
it should have been because it was started early by a faster moving particle. This
problem caused a discrepancy, of up to a three nanoseconds and caused the time of
flight vs rigidity bands to be much wider, and made any particle identification using
TOF very limited. The upshot of this is that energy loss and rigidity were the two

primary pieces of information which were available to do particle identification.

As you may remember, the reason for obtaining the time—of-flight information
was the inability to separate 3H and 3He using just the energy loss and rigidity
information (Figure II1.2). Fortunately, the ADC response from a scintillator (related
to energy loss) is quite particle dependent. Figure IV.15 [Good60] shows the light
output produced in NE 102 scintillators as a function of total particle energy for \

various particle types. Since the ADC output is proportional to light output, it is
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thus particle dependent; a plot of ADC output vs rigidity (Figure IV.16) actually
separates all six particle types (r, H, 2H, ®H, 3He, and “He). The ADC output shown
in all the figures from now on is an ADC value which has been corrected for the path

length inside of the scintillator.

Before continuing with the particle identification, it is necessary to deviate a bit

and discuss the rigidity determination.
1 Rigidity

The equation used to calculate rigidity is |

0.3 B,

= | stnbin — sinb,y; |’

(IV.6)

where B, is the magnetic field in kiloGauss (kG), ! is the effective edge width of the
field (this is constant in meters), and 6;, and 0, are the angles the in—coming and
out-going tracks, make with the magnet. The 0.3 is the constant which will take
the units of kG meters to GeV/c, it has units of (Coulombs GeV/c sec/meter) The
derivation of equation IV.6 can be found in Appendix B of reference [Zajc82] and will
not be repeated here. However, as a rough justification, one would expect that the
measured rigidity would depend upon the field strength and the length of the field.
Also, one would expect that the angles of the in~ and out—going tracks are measures

of the rigidity.

The important thing to notice is that the ca.lcﬁlation of rigidity uses an effective
edge approximation and needs to be corrected because this is only a good approxi-
mation tb within 5%. This is where Chebyshev polynomials come into play. Because
these polynomials are related to the Monte Carlo method, the explanation can be
found in Appendix A. This corresponds to boxes IV, V, and VI in the flow chart at

the beginning of this chapter.
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2 Particle Identification

Now the problem is to find a quantitative way of separating these various particle
types. From Figure IV.16 it is visually easy to separate the various particle types,
where each dark band represents a particular particle. However, the separation has
to be done by a relatively simple-minded computer. In order to separate the bands
one would have to tell the computer where to place the cuts between the various dark
bands, which could be quite arbitrary. The first thing to realize is that it is easier to
place the above-mentioned cuts if the bands were made into straight lines instead of

the present exponential shapes. With this in mind, let’s take a look at the equations

for energy loss:

2
ADC % x % (Iv.m)

This is a restatement of equation IIL3. Next, let’s take equation III.1 and square it.

_Ymv
R = Z (IV.8)
42 m2 p?
R? = 77 (Iv.9)
Next, divide through by ¢? and do a bit of algebra; this leads to
R _ ;B
== Tma, (Iv.10)
R? 82
Combining equations IV.7 and IV.11 produces
dE  ym?*¢
Pl ol (Iv.12)
R? % o« v¥*m?e . (Iv.13)

Thus, a plot of (R? dE/dx) vs R should produce straight horizontal lines which are

dependent only upon the particle mass. The problem is that instead of dE/dx, the
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only information available is the ADC output, which is related but not equivalent. By
trial and error it was found that a plot of (R!™ ADC) vs R (Figure IV.17) produced

the straightest lines.

It is now much easier to place the cuts between the bands (only two bands stand
out, the others are suppressed due to the intensity of these first two) in order to
separate the various particle types. However, there still remains the problem of the
arbitrariness of where to place these cuts. The way to get rid of this problem is to
take slices along the rigidity axis and look at the projections which are produced.

' For example, take the slice along the rigidity axis{ from 0.9 to 1 GeV (Figure 1V.18).
Now, let’s take a look at the projection of this figure (Figure IV.19). The first peak
in Figure IV.19 is the proton band, the second peak the deuterons, and so on all the
way to “*He. A cut is placed at the bottom of the valley of the first two peaks, and
everything to the left is called a proton; this process can be repeated all along the X
axis. When it is all done, the protons are separated (Figure IV.20). This process can

be repeated for all particle types. The separations obtained is shown in Figure IV.21.

In Figure IV.16 there is a dark band which stretches horizontally at the top. This
band is produced by overflow, which means that when the particle crosses through the
scintillator it deposits a large amount of energy higher than the electronics capability
to digitize. Such particles can be identified by doing the same process mentioned
above, except instead of using the ADC output from the A array, the ADC output
from the thinner B array is used. The energy resolution of the B array is not so good

as that of the A array, but it is sufficient to resolve the overflows of the A array.

Now that particle types are separated, the cross sections can be determined. This
is the last box in the flow chart at the beginning of this chapter. Before these cross

sections can be calculated, the efficiencies of the various parts of this analysis must
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be known. This is addressed in the next chapter.

One last thing needs to be addressed in this chapter before continuing: particle

misidentification.

3 Particle Misidentification

The method of particle separation described above will misidentify some particles. It

is important to know the amount of misidentification which will occur.

Going back to Figure IV.19, it can be seen that some misidentification will occur
in the tails of each of the peaks. These tails are being cut at the lowest intersection
point of the two peaks. The problem is to estimate how many particles are in the
tails. A rough estimation can be accomplished by first assuming that these peaks are
Gaussian and then visually measuring the full width at half maximum (FWHM) of
each peak. The FWHM is roughly related to o of that peak by

o = 0.4246 FWHM. (IV.14)

At this point one can measure how far the cut lies from the peak in terms of the
number of ¢’s. The number of &’s then in turn reveals the fraction of the curve which

falls within the tail which has been cut off.

This procedure was performed for all particle types. The largest misidentification

was a little over 1%, while the average misidentification was on the order of 0.25%.



Chapter V

Efficiencies

A Introduction j

The overall efficiency of the spectrometer is about 25%. In this particular case “ef-
ficiency” of the spectrometer refers to the efficiency of the spectrometer at detecting
p-like particles rather then its geometrical efficiency. For example, if the spectrom-
eter only detects 90% of the particles, then the cross sections must be corrected for

the 10% inefficiency.

The efficiency is always very experiment dependent. The efficiency of the Janus

spectrometer was calculated by

€ = EiriggerEhits | (V.1)

where £ is the overall efficiency. The rest of this chapter is spent on explaining and

calculating the two factors, Eirigger and Ejity.

Etrigger is the more complex of the two factors, so let’s start with it. As was
mentioned in Chapter III, a trigger had been set up to avoid taping useless information

and to simplify the data analysis. The condition for the trigger was
Trigger =S+ FO . (V.2)

This equation means that a electrical signal must be observed from each of the three
64
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components within a specific time gate. Looking back at Figure II1.3, the components

correspond to the following:

S = S1% 52
0 = AB array (v.3)

FO = wire chambers 1 through 4

If there is a simultaneous signal from each of the above, it is likely that a particle
went through the spectrometer. However, if any one of these components fails to give

a signal, then such an event cannot be used, and whatever caused the other signals

is completely discarded.

The problem is that one has to deal with inefficiencies in the various parts of the
spectrometer, meaning that a particle could actually go through a wire chamber or a
scintillator and not produce a signal, at which point the trigger would not be satisfied
and the track would be discarded even though it was produced by a legitimate particle.
It is therefore imperative to know the efficiency of each piece of the trigger so that the

cross sections can be corrected for these inefficiencies. The efficiency of the trigger is

gtrigger = £S gﬂ SFO ) (V'4)

where £, £n1, and Erp are the efficiencies of S, II, aﬁd FO, respectively. The following

sections will describe the calculations for each of these three factors.

B Start Scintillator Efficiency

e

There are several reasons for which a scintillator may not produce a signal. First,
when the particle passes through the scintillator, it may not deposit enough energy

to produce a signal. Another reason is that the electronics which was set up for this
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experiment may have been miscalibrated. In this experiment, time gates were set up

such that if the signals did not fall within these gates, the data were discarded.

The first problem is negligible for several reasons: first, the particles that are
being observed are massive and charged (equations II1.3 and II1.4), and second, these
particles liein a momentum range which is not quite minimum ionizing, meaning they
deposit large enough amounts of energy to produce significant signals. This means

that any significant inefficiency comes from the electronics of the spectrometer.

In order to measure the efficiency of S, it was removed from the trigger (Trigger =
Il * FO). A comparison between the two runs, one with the normal trigger and one
~ with S removed, was then performed. The comparison consisted of checking the
abnormal trigger run for how many times S fired in the correct time range. The time
of flight (TOF) was defined to be the time it took for the particle to travel from the

S counters to the AB array. A measure of the time of flight would then be
A(TDC)=TDCup - TDCs. (V.5)

Thus, one could look at the distribution produced by histogramming all the various
A(TDC) values observed for both the normal trigger and the trigger without the
S component (Figure V.1). As can be seen, the particles which register a value
to the left of the dotted line in Figure V.1. C are particles which would under
normal circumstances not be registered, even though they are legitimate. This is the
inefficiency in S. As it turns out, S is (98.6+0.2)% efficient. This test on the TDC

must be done for each AB paddle in the AB scintillator array.

C Thick Scintillator Efficiencies

As a reminder, II is the symbol used to represent the AB array in the trigger logic.

There are several reasons for the inefficiency of II. First the particle may not deposit
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enough energy as it passes through the scintillator. This explanation is discarded for
the same reasons as for the S scintillators. Other reasons for the inefficiency are that
the electronics may be miscalibrated and also the possibility that the particle passes
through the small gaps between elements in the AB array, in which case no AB signal

will be observed.

The efficiency of II can be measured by removing II from the trigger in a manner

similar to S and using the equation

# of tracks with II requirement

&n

(V.6)

= 3 of tracks without II requirement '

The efficiency of II was measured to be (99.16:i:d.04)%

D Fast—Out Efficiency

The Fast Out (FO) efficiency turns out to be beam-rate dependent. The extent of the
dependence was not expected. This is the reason why it was stated at the beginning

of the chapter that the overall efficiency is about 25%.

The FO electronics are very sensitive to the number of hits in the wire chambers.
At higher beam rates there will be more hits, and the FO becomes less efficient.
Unfortunately, this was not known at the beginning of the experiment, so only two
points were obtained for a graph of beam rate vs FO efficiency. Thus, straight line

was fitted for this curve, which will produce the dominant error for this experiment.

Before continuing with the Fast-Out efficiency, it is necessary to discuss beam

rates.

1 Beam—Rate Determination

The beam rate is defined as the number of beam particles per some time period in

some units. This can be determined by using the various scalers which have been set
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up. By dividing the beam-counter master-gated scaler (Chapter III, Section E) by
the master-gated time scaler a beam rate estimate is obtained. One can also take the
counterpart run—-gated scalers to obtain a beam rate. However, the two numbers are

inconsistent because of the BEAM condition talked about in Chapter III, Section E.

The best way to explain the problem is through Figure V.2. The top curve shows
the electronic beam gate, whose front edge starts the time gate (the middle curve).
However, the real beam (last curve) is not so long as the beam gate. This causes the
time scaler to start before the real beam and stop later than the real beam; the time

is overcounted by /

At =t + t,. (V.7)

The run—gated time scaler will count the time from t,¢4¢ to tstop, While the master—
gated time scaler will only count the live time. Both, however, have overshot the
timing by a time At. This extra time can be calculated and subtracted in order to

obtain the real beam rate.

Whether the beam rate is calculated using the run-gated or master—gated scalers
it should be the same, which allows us to calculate At. Thus, setting the two beam

rates equal to each other,

IC2MG _ IC2RG
TMG—At— Tre — At

(V.8)

where IC?2 refers to the beam-counter scaler, T refers to the time scaler, and the
subscripts MG and RG refer to whether the scaler is master-gated or run-gated. At

can now be found and the beam rate can be calculated in units of scaler counts.
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Figure V.2: Electronics logic diagram.
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2 Fast—Out Efficiency Calculation

The FO efficiency was calculated by taking FFO out of the trigger and using the formula

_ # of tracks found per beam ion with FO in the trigger
"~ # of tracks found per beam ion with FO out of trigger

&ro (V.9)

Basically, all that is being done is comparing the number of tracks found with and
without the FO, which has to be done at the same beam rate. This is a problem
because only two experimental runs were performed with the FO removed from the
trigger; thus, the number of tracks found with FO out of the trigger have been
measured for only two runms, both at different };eam rates but neither at exactly
the same beam rate as the other runs. This is handled by looking at plots of (# of
tracks/IC2) versus beam rates (Figure V.3). The top line in Figure V.3 represents
the line found using the two points from the runs with FO removed from the trigger.
The lower line is from the run with FO in the trigger. As can be seen in Figure V.3,
the runs with FO in the trigger were done at almost the same beam rates as the runs

with FO removed from the trigger.

Now, the efficiency of each run can be calculated using equation V.9. Plotting the
efficiency obtained for each run as a function of each of the beam rates, one obtains
Figure V.4. Both Figures V.3 and V.4 are for the 65° configuration. Each of the
three spectrometer configurations has its own curve. .Table V.1 lists the slopes and
the intercepts of the plots of Beam Rate vs FO Efficiency for the three configurations
of the spectrometer. Given the beam rate, the efficiency of the FO can now be

calculated.

One of the things to notice from Table V.1 is the fact that each of the three
spectrometer configurations has a different curve. The difference possibly comes from
two sources: The first is the proximity of the target to the wire chambers. If the

target is closer to the wire chambers, a lot more hits will be registered in the wire
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| Configuration | Slope+Error | Intercept+Error |
35° ~-1.1x1073+ 10.5% 1.694+5.5%
45° -3.2x1075+ 8.5% 0.284+4.3%
65° —-9.3x107*+ 9.6% 0.454+3.4%

Table V.1: Slopes and intercepts for the dependence of the Fast Out on beam rate.

chambers, which will decrease the FO efficiency. The second, is the fact that the
true efficiency curve is unknown. In this experiment only two points of this curve
are known. Let’s imagine that the real efﬁciencyf curve looks like Figure V.5, where
the Y axis is efficiency and the X axis is beam rate. In this experiment, if points 1
and 2 are measured and a line drawn through them, there is a specific slope and an
intercept associated with this line. However, if points 1 and 3 are measured a different
slope and intercept will be associated with the drawn line. Even though the same
efficiency curve was used, because only two points are available at any one time, the
slope and intercept are very different. This may seem to be a disaster, but it is not,
because most of the runs were done at very similar beam rates as the FO efficiency

runs, therefore only a small rate-dependent correction needs to be made.

E Multiwire-Proportional-Chamber Efficiency

The first factor (Eyigger) of equation V.1 has been calculated. The following section
will determine the second factor of this equation (Enits). This term corresponds to
the efficiency of finding a track, given that the trigger was fired. To resolve a track,
at least two planes from each wire chamber must have given a signal; if this does not
occur, then even though there was a legitimate particle going through, its track will

not be resolved, and the particle will be undetected.



75

Efficiency

Beam Rate
Figure V.5: A hypothetical curve of the Fast-Out efficiency as a function of beam

rate.
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A track is resolved if two planes out of three from each wire chamber fire. This
means that the efficiency of finding a track, given that the trigger has fired (Epi,)

reduces to the product of the efficiency of the individual wire chambers.

ghita = gmwpcl gmwpcz gmwpca gmwpq ’ (V].O)

where Enuyp; is the efficiency of the ith chamber. Finding the efficiency of each wire
chamber then reduces to finding the efficiency of each plane of each wire chamber. The
way in which the efficiency of each plane is recombined into the overall wire—chamber

efficiency will be dealt with later.
J

To find the efficiency of each plane of wire chamber ¢, wire chamber 7 was removed

from the Fast—Out. The efficiency of the first plane of wire chamber i would then be

(g'"ﬂi)a

£ = | # of tracks with 3 planes fired (V.11)
“PLi ™ of tracks with planes 2 and 3 fired ° ' ‘

The numerator of the fraction is equal to R (Eup1; Ewps; Eups;), While the denominator
is R(Ewpz; Eups; ), Where Eupy; Eupz;, and Eups; are the efficiencies of the three planes for
the ith chamber and R is some coefficient that embodies electronic effects. The value
of R isirrelevant because it cancels out in equation V.11. This process can be repeated
for each wire plane in each wire chamber. The efficiencies of each wire plane are listed
in Table V.2. In this calculation there is the assumption that the plane efficiencies
are uncorrelated. This is not necessarily true because of such things as quenching in
the gas inside the wire chambers or power supply fluctuations. However, as can be
seen from Table V.2 these effects are at the few percent level or less, which means

that the assumption that the efficiencies of the planes are uncorrelated is acceptable.

Now that the efficiency of each wire plane is known, the efficiency of each wire

chamber can be calculated. However, to find a track, only two out of three planes
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[MWPC, [ MWPC, | MWPC, | MWPG, |

WP, 0.932 0.946 0.965 0.941
WP, | 0.971 0.957 0.969 0.968
WP3 || 0.929 0.788 0.969 0.943

Table V.2: Efficiency of each wire plane (WP) in each wire chamber (MWPC).

need to fire. This means that the efficiency of each wire chamber is slightly more
convoluted than just the straight multiplication of the efficiency of each of its wire

planes. The equation for the efficiency of a wire chamber is

bwe; =A+B+C+D (V.12)
where
A= gwm 5wm 810?37 (V13)
A is the probability that all three planes will fire. Also,
B = Eup, Eup, (1 — Eupy) - (V.14)

B is the probability that wire planes 1 and 2 will fire but not plane 3. Term C is the

probability that wire planes 1 and 3 will fire but not plane 2.

C = Eupy Eups (1 = Eupy) - (V.15)

Finally, term D is is the probability that wire planes 2 and 3 will fire but not plane
1.

D = Eup, Eupy (1= Eupy) - (V.16)
Table V.3 shows the overall efficiency of each multiwire proportional chamber.

The final value calculated for &, (equation V.10) was found to be (95.340.6)%.
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| Wire Chambers [ Efficiency (in %) [ Errors (in %) |

MWPC, 99.3 + 0.2
MWPC,; 97.0 + 0.5
MWPC; 99.7 + 0.1
MWPC, 99.2 + 0.1

Table V.3: Overall efficiency of each of the four wire chambers (MWPC).

F  Overall Efficiency

/
There is one other efficiency which must be taken into account, the software efficiency.
This is discussed in Appendix A. At this point £, the efficiency of the spectrometer
(equation V.1) can be calculated, and the cross sections can then be corrected for the
inefficiency of the spectrometer. The next chapter deals with the final calculations

needed to obtain these cross sections.



Chapter VI

Results

A Target Frame of Referenﬁ:e

The p-like cross section is calculated as

E &0, _ EZ A’E &2o;

P dpdS ? dp; d); (VL)

i=1

This is just a repeat of equation IL.5, except for the definition of the Lorentz in-
variant cross section (d?0/dpdQ). The dS) does not represent the spherical coordinate
equivalent sinf df dg. In this experiment, the emission of fragment is assumed to
be azimuthally isotropic. When the data is presented, it is as a df which has been
integrated over d¢, meaning that df) only represents sind df. For the moment let’s
ignore the sum in equation VL1 and look at how the various terms are calculated.

The practical equation becomes

2 B d’o  _ B) (o) = (RQackiract
28 s = 2k e b (V1.2)

where Z and A are the charge and the mass number of the particle, respectively. These
two terms take into account the number of protons in a fragment, plus the momentum

and energy distribution for each nucleon in that fragment. As an example, take a
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“He with momentum of 2 GeV/c (total energy of 4.2 GeV). It is assumed that each
of the four nucleons in the *He will contain both a fourth of the momentum and a
fourth of the energy, 0.5 GeV/c and 1.05 GeV respectively. This is the reason that
the momentum and energy terms in equation VI.2 are divided by the mass number.
In this “He there are two protons and two neutrons; however, only the two protons
are of interest and this is where Z comes in, meaning that this *He will be counted
as two protons with 0.5 GeV/c momentum and 1.05 GeV energy. The ¢ term is the
thickness of the target, a value that had to be estimated using Monte Carlo simulations
(see Appendix A). The factor p is the density of the target. One cannot just take
the density of lanthanum from a handbook. Th(e problem is in the preparation of
the target; depending on whether it has been rolled or electrodeposited, the density
will be different. The density was measured to be 6.09 gm/cm3. The F term in
equation V1.2 is

F = MLa

£ (VL3)

where £ is the efficiency of the spectrometer, obtained as described in the previous
chapter, and M,/N, is the molecular weight of lanthanum divided by Avogadro’s

number.

The rest of the terms in equation V1.2 are related to bins, so a short explanation
is necessary. Once a particle’s momentum and acceptance are identified, it is placed
inside a bin that corresponds to a momentum and angular range. The bin in mo-
mentum is 80 M—;YL‘? wide, for Ap/A, and the bin is 2° wide. AQ is the acceptance
of the bin, and Appendix A explains how this number is obtained. E/A and (p/A)?
are the energy per nucleon and the momentum per nucleon squared, respectively, of
the specific bin at which one is looking. Each time a particle falls within a bin, the
number in that bin increases by one. When all the particles have been processed,

the number one gets is Nyq4ck, for a specific bin. Nyyqcr is then divided by Nieam,
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which corresponds to the number of incident beam particles. This is obtained from

the beam counter, which was discussed in Chapter III.

The next problem which is encountered is the fact that the beam and the air
will produce real particles which can go through the spectrometer. This background
needs to be subtracted. Several runs were performed without the target, which gave
us the background subtracted in equation V1.2 as Nigck track/Noack beam- Noack track 18
the number of tracks found in a bin for the background run and Npeckpeam is the

number of beam particles obtained from the beam counter for that background run.

' J
B Projectile Frame of Reference

As was mentioned previously, in order to obtain the 20°, p-like cross sections, one
had to transform into the ﬁrojectile frame. The problem which arises from this is
that the acceptance (A2) was determined in the target frame. This means that
the transformation of a bin from the target frame to the projectile frame is by no
means an easy task. In order to avoid possible mistakes which may occur during this
transformation, a slightly different approach was taken. The process of determining
the cross section in the projectile frame is effectively the same except for Nyqcx. The
acceptance is determined for each individual particle instead of determining it for the
bin. The particle’s values (energy and momentum) are transformed into the projectile
frame and then binned. The Lorentz transformations used can be seen in Appendix
B. When a particle falls within a bin, Ny, is not increased by one, but by 1/AQ.
This effectively weights each particle by its acceptance. This is also done for the

background runs, 80 Njeam track is-also a sum of weights. The resulting equation is

E d20 — Z(%) (ivﬁ:::)— (%backbeam F, (VI.4)

ZA? =
p2dp dQ (5)? tpar
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where all the terms have the same meaning as previously except for Nyge and

N, beam track-

This same process can also be done in the target frame, and, if everything is done
correctly, the two methods should reproduce each other. The difference between these

two methods turned out to be about 0.5%.

Something else which needs to be mentioned is that the energy of each particle
needs to be corrected for the energy loss in the target, which is done by assuming
that the particles start in the middle of the target. This is a very small fraction (4%
to 0.02%, energy loss is a function of momentum), but since it is not a complicated

thing to do, it was done.

C Results and Errors

All the numerical data which will be presented in the following subsections are also

given in tabular form in Appendix C.

In order to show that the normalization of the 35° and 45° configurations is correct,
a comparison of the cross sections at 40° obtained from the 35° configuration with
the 40° cross sections obtained from the 45° configuration should reproduce the same
curve (Figure VL.1). As can be seen, the cross sections agree with one another within
systematic error. These errors will be discussed further in subsection 3. The reason
a similar plot of the 45° and 65° configurations is not shown is due to the fact the
angular overlap between these two was not enough. The problems of this region are

discussed more extensively in subsection 3.

Now various results will be shown. The first (Figure VI.2), shows the cross sections

for the 40° and 60° angles. These results will be compared to both the previous data
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and the theory in the following sections.

Figure V1.3 shows the cross sections obtained for the 20° data; the errors bars are
statistical. Systematic errors are discussed latter on. Each symbol on Figure VI.3

represents the particular configuration from which the data were obtained.

The data that were available also allowed the measurement of the cross sections
at a 15° lab angle, also shown in Figure VI.3; however, this is at the edge of the

geometrical acceptances, so the error bars are large.

1 Comparison to the Previous Data

The results most easily understood are the comparisons of production cross section
versus momentum at 20°, 40°, and 60° (Figure VI.4) between the results from this

experiment and Hayashi et al.’s results.

As can be seen from Figure V1.4 the results of Hayashi et al. cover a much wider
momentum range. A quick discussion of their experiment is in order [Haya88]. They
used a magnetic spectrometer with small acceptance (= 0.01 sr) and a series of wire
chambers and scintillators. The whole setup was on a rotating table which allowed
them to measure lab angles directly. By varying the field strength in the magnet they
were able to focus on small ranges of momenta. In this way they were able to measure
angular ranges from 89° to 20° directly, and momenta‘ ranges from 0.25 GeV/c to 2.0

GeV/c for particles ranging from pions to ‘He.

Something which needs to be mentioned is that Hayashi et al. presented individual
particle cross sections only [Haya88] from which the proton-like cross sections have

been inferred. The Hayashi et al. data presented in Appendix C are the inferred

results.

At 40° and 60° the present results agree with the previously measured cross sec-
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tions of Hayashi et al. At 20°, where the largest discrepancy was observed between
the theory and the experimental results, the present data seem generally to agree
with the previous results. Even though part of the present cross sections may seem to
be higher, the results agree within systematic errors; these errors will be discussed in
subsection 3. One might be tempted to conclude that the error is not in the previous
data of Hayashi et al., and that therefore the error lies in the theoretical models.
However, this conclusion is premature. Between the Bevatron and the experimental
area the operators placed scintillators and other material in the beam line in order to
monitor it. This degraded the beam from 0.8 GeV/n to 0.76 GeV/n for Hayashi et
al. [Jian91] and to about 757 MeV/n for this ek![)eriment. This includes the energy
loss of the beam through half of the target thickness. The theoretical models were
calculated assuming 0.8 GeV/n. This means that the comparison between theory and
experiment is not a legitimate one. This was first suggested by Jiang et al. [Jian91]

in 1991 as the possible explanation for the discrepancy.

2 Comparison to Theoretical Calculations (VUU)

The VUU theory code was rerun ([Batk92], [Cass90]) at a beam energy of 757 MeV /n,
in order to compare to the data obtained for this experiment. The values of A,
B, and a inputed for the mean field (equation II.4) were —143.3, 167.9, and 4/3,
respectively. This corresponds to a compressibility K of 238 MeV. Figure V1.5 shows
the comparison of the present results and the ones obtained from the VUU theory

model at a beam energy of 757 MeV/n for the 15°, 20°, 40°, and 60° cross sections.

The cross sections at 40° and 60° are well reproduced; however, the VUU model
seems to overpredict the cross sections at 15° and 20°. This overprediction is better
seen in Figures VI.6 and VI.7. It seems that the discrepancy is slightly worse at

smaller angles, although this is somewhat of a judgment call because of the raggedness
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of the information available at 15°.

Since the present results confirm those of Hayashi et al., it would be interesting to
compare their results with the VUU model (Figure VI.8). Again, at 40° and 60° the
model reproduces the cross sections, while at 20° the model is systematically higher,

even after taking into account the energy loss of the beam.

The discrepancy between theory and data has decreased since the first comparison
(Figure L.1). Since there are various methods available to obtain cross sections from
the VUU codes, it is important to specify the method used in this case. The VUU
code produced a phase-space distribution of parficles as a function of impact param-
eter. From these distributions, multiplicities at various momenta and angles were
calculated, still as a function of impact parameter. In the next step the probability of
an impact parameter was folded into the multiplicities, which gives the final distribu-
tion, again as a function of impact parameter. This last distribution was integrated
over impact parameter to obtain the final cross sections. A numerical integration was
used; the specific integration is a higher order Simpson’s method called Bode’s rule
[Koon86]. This method overestimates the cross sections by about 4% by comparison

to a Gaussian, which is not enough to account for the discrepancy.

3 Errors

There are two types of errors involved, statistical and systematic. The next subsec-

tions will deal with each of these individually.

Systematic Errors

Table V1.1 shows the systematic errors involved with each part of the spectrometer.

Combining all the errors in quadrature, one gets an overall systematic error of 12%.
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| Component | Systematic Error (%) |
I 0.04
S 0.20
MWPC 1 0.17
MWPC 2 0.50
MWPC 3 0.11
MWPC 4 0.12
IC2 Calibration 0.8
tp 4.3
Particle Misidentification <1
Acceptance | 4.25
Fast Out 10.

Table VL1: The systematic errors associated with each component of the spectrom-
eter.

This systematic error is not quite the same for each of the three configurations because
the Fast-Out error varies from configuration to configuration. However, the errors
themselves have 10% uncertainties; so, assigning a 10% error to the Fast Out for
all three angles is acceptable. One thing which should be mentioned is that the
systematic errors from one configuration are independent of the other configurations,
therefore, the systematic error may move the data from the 35° configuration of
Figure V1.3 up, while moving the data from the 45° configuration down. The tp term
in Table VI.1 needs a small explanation: there is an error of 0.75% in the combined
physical measurement of target thickness t and target denmsity p. However, there
is also a 4.2% uncertainty in the Monte Carlo simulation of the target thickness.

Combining these two errors in quadrature one gets 4.3%.
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Statistical Errors

The statistical error was calculated using

o=C \Jzn:(w} + 0%) , (VL5)

J

where C' is a multiplication factor. This factor encompasses all the factors used in
equations VL.2 (target thickness, density, efficiencies, etc.), w; is the weight of each
event (which turns out to be 1/Q2), and o, is the error in the weight. The error in
the weight, which is the error in the acceptance, was calculated by measuring the
error in the Monte Carlo acceptance at a variety /of angles. In the central part of the
spectrometer the error is roughly 4%, while at thé edges the error becomes drastically
larger. This translates to the large error bars seen at the edge of the 65° configuration
data set in Figure VI.3. Actually, all edges of the three data sets have similar large
error bars, but since there was sufficient angular overlap between the data from the
35° configuration and the 45° configuration, the points with these large error bars
were dropped. There was not enough angular overlap between the data from the 45°
configuration and the 65° configuration; the points which do exist are the ones at the

edge of the acceptance, and therefore, the error bars are large.

The large error at the edge of the acceptance results from the inaccuracy of the
simulation. At the edge of the acceptance, whether a particle is accepted in the
spectrometer or not depends on the position from which it started on the target. The
starting position of the particle is, of course, beam-spot size dependent. Since each
run had slightly different beam-spot sizes, it was not possible to simulate each one

exactly; therefore, the edge of the acceptances are not as well known.

If the probability of a particle making it through the spectrometer depends on the
starting position on the target, an interesting problem arises in the determination of

the target thickness. In Appendix A the target thickness is determined as an average
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over the whole beam spot; however, those particles which are position sensitive will
come from one specific position on the target, which may have a different target
thickness than the average value. This means that the bins at the edge of the 65°

configuration were calculated using an inaccurate target thickness.

Another error is caused by the beam-spot size-dependence. A real particle which
traverses the spectrometer may have a Monte Carlo acceptance value of 0 because
the Monte Carlo did not simulate its starting position on the beam spot. When
this particle is transformed into the projectile frame and falls into one of the bins, it
is discarded because there is an infinite weight ?ttached to this particle (remember
the weight for a particle is 1/6Q). In the outer bins about 10% of the particles are
thrown away because of this. This will have a net effect of decreasing the measured
cross sections. Because in reality the acceptance is very small, the weight of this 10%
corresponds to more than 10% of the cross sections; estimating the real amount would
involve simulating each beam spot for each run. The cross sections in Figure VI3
from the edge of the 65° configuration have not been corrected for this, nor do the

error bars include this effect.

D Conclusion

The production cross sections for p-like particles from 757 MeV /n La on La collisions
were measured. The results obtained in this experiment agree with the previously
measured data by Hayashi et al. (Figure VIL4). Also, the data agree with the theo-
retical models at the larger polar angles; however, the discrepancy originally observed
at the smaller angles is still present but decreased once the smaller beam energy was
taken into account. Since the cross sections are overpredicted at the lower angles, they

may be underpredicted some place else; it would be interesting to find out where. If
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the cross sections are not underpredicted anywhere, the problem may just be one of
normalization. Another possibility is that there is a physical effect which is not being

taken into account.

There are a few things which could be done to reduce the error bars, such as a
more extensive study of the beam rate dependence on the efficiency of the Fast Out.
Further testing of the theoretical models could be done by varying the beam energy
from, for example, 400 MeV /n to 1.3 GeV/n for a La beam. This unfortunately will

not be performed at LBL because of the likely shutdown of the Bevalac.



Appendix A

Monte Carlo Simulation

A Introduction J

A Monte Carlo simulation had to be developed for the following reasons: first, to
measure the efficiency of all the software; second, to correct for the effective-edge
calculation of the rigidity; third, to measure the acceptance of the spectrometer; and
fourth, to estimate the average thickness of the target. Each of these things will
be explained in the folldwing sections. However, first a discussion of Monte Carlo

simulations is necessary.

B Basic Method

A Monte Carlo simulation is nothing more then ju'st trying to replicate series of events
as closely as possible; these can be any events such as various sized balls falling from a
roof, football scores, a chemical reaction, particle decay, and so on. These simulations
are accomplished by a random sampling method. A number from 0 to 1 (or any other
range) is chosen, which is then assigned to represent some variable. In the case of the
falling ball, a small range in the random number (e.q. 0.1 to 0.2) may represent its
mass. As another slightly more complicated example, let’s try to predict the fraction

of particles with a half life t; and with a range of momentum from A to B one would

98
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observe after they had gone thru a 100 meter tube. The simulation would start by
taking a random number and assigning it to the momentum. The time for this particle
to travel the tube can then be derived. The next step is to figure out the fraction of

particles which survive after this amount of time, this is done with
— =™, (A.1)

where N and N, are the present number of particles and the starting number of
particles, respectively, k is the decay constant, and t is the time. Now a random
number is chosen again, if it is less then or equal to the above fraction, then the -
particle made it through the 100 meter tube. This method has to be repeated many

times in order to obtain the average that would be observed.

Obviously, extensive calculations will require many random numbers and would
become very bothersome to perform by hand. This is where computers come in. The
computer will create a random number which will be assigned to a variable, in our
case, for example, as the momentum of a particle or the energy loss of a particle in
some substance. This is the basis of the Monte Carlo method, the use of random

numbers as physical variables.

In this experiment the computer was given the shape and materials of the various
parts of the Janus spectrometer. The various physical processes were then simulated,
such as energy loss in various materials, scattering, and absorption. To program all of
this into the computer correctly would take several years. Since simulations are very
important for these kinds of experiments, a software package called GEANT [Brun86)

‘has been developed by a group.of physicists. GEANT allows one to tell it the shape
and materials of the various parts of the spectrometer, and by a series of flags, one can
tell GEANT which physics should be performed on which type of particles. GEANT

also allows one to tell it the position and components of the magnetic fields; through
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this option the real field map of the Janus magnet was entered into the simulations.

The rest is then taken care of by the software.

C Software Efficiency

The first thing mentioned at the beginning of this appendix was the efficiency of
the software. Once the track-finding software has been produced, it is important
to know how well it works, i.e. its efficiency. The efficiency can be estimated by
simulating a large number of tracks and the wire numbers which accompany these
tracks, then asking the software to find these tra(l:ks using the wire numbers. During
the experiment some of the wires in each of the four wire chambers were either dead
or partially working. This effect can also be incorporated into the simulation. It

turns out that the software is 99.3% efficient at finding tracks.

D Geometrical Acceptance

Geometrical acceptance refers to the geometrical space which the particles will be
able to traverse and be detected in the spectrometer. Under normal circumstances,
if the center of a sphere is known and a small area is taken at some distance R, it is
simple to figure out the percentage of the sphere this small area occupies. However,
outside of the magnet the magnetic field is non-uniform, which causes effects such as
vertical focusing. For a low-momentum particle this is a significant effect, whereas
‘at high momentum the effect is much less pronounced, complicating the geometrical
acceptance. It would be an incredible chore to calculate the geometrical acceptance
of each particle, depending on its momentum and angle of ejection. To solve this
problem, a Monte Carlo method was again used. The spectrometer was simulated

as well as possible in software. Simulated particles were then tracked through the
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spectrometer at specific angles and momenta. The number of particles which traverse
the spectrometer successfully will reveal the acceptance of the spectrometer at the
specific angles and momenta. If 3000 particles were sent into the spectrometer over
a solid angle of 0.05 steradians and only 2000 were detected, the acceptance of the
spectrometer is )} = (2000/3000)0.05 = 0.033 steradians. This procedure had to be
done for various particle types and the three angle/target configurations (Figure IIL.8).
The acceptance was then folded into the cross sections. The way in which this was

accomplished is explained in Chapter V1.

;
E Principal Component Analysis and Chebyshev
Polynomial Fit

- The effective edge approximation was very effective in finding tracks and determining
the rigidity of these tracks; however, this approximation can cause a + 5% error in
the momentum. This error can be corrected by using a combination of “principal

component analysis” [Wind83] and Chebyshev polynomials.

A particle with a specific momentum will fire a specific set of wires in each of
the wire chambers. In essence the Chebyshev polynomials connect the twelve fired
wires to a momentum. In order to do this the coefficients of the polynomials must be
determined, which can be accomplished with computer simulations. In the simulation
both the initial momentum and the twelve wires are known, so one can produce
the coefficients which will connect the twelve wires to the momentum. Once the
coefficients are known, the real data (the twelve wires) can be plugged in and the

expected value of momentum can be obtained. This then allows us to correct the

effective edge momentum.

The above is an over-simplification compared to what was actually done. It
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| Angular configuration | Acceptance Range | Target Angle | Target Thickness (cm) |

35° 30° - 43° 32.5° 0.096
45° 37° - 54° 46.5° 0.118
65° 50° - 80° 25.5° 0.090
65° 50° - 80° 45.0° 0.115

Table A.1: The angle and effective thickness of the target in the various configurations
of the spectrometer.

is possible to reduce the twelve-dimensional ﬁt‘! to a five-dimensional one. Given
the initial position (X,Y) at the target and the three momentum components, one
can predict the particle path. So, with five pieces of information (five degrees of
freedom) one can predict alfnost everything about the track (this is not entirely true
due to effects such as scattering or decay). This means that, although one may have
twelve measured variables, only five independent variables describe the track. Using a
method called “principal component analysis,” the problem was reduced from twelve
to five dimensions, using a computer code called ERIKA written by H. Von Fellenberg

of SIN now PSI. These reduced dimensions are then fit to the Chebyshev polynomials.

F Target Thickness

The target was placed at a variety of angles, depending on the rotation of the magnet.
The reason for this was to minimize the amount of material that a particle had to go
through once it was formed. Table A.1 lists the target angles for the various magnet
configurations. The target angle (6) is the angle between the incoming beam and
the target (Figure II1.3). The fact that the target is at an angie to the beam means

that the beam will traverse a longer distance through the target compared to when
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the target is perpendicular to the beam. The effective thickness follows a 1 /sind
dependence. Under normal circumstances the target thickness would now be known;
however, there was some curvature to the target. Depending on the position of the
beam, the average path length through the target could vary. This problem was
resolved by using a Monte Carlo method. The curvature of the target was measured,
and the beam position for each experimental run is known. This information, plus the
target angle, was programmed into the computer, and 10,000 particles were randomly
thrown at the simulated target within the beam spot, and the path length through
the target was calculated. An average value was then determined, and this was used

/
as thg target thickness, shown in the third column in Table A.1.



Appendix B

Lorentz Transformations

The energy and momentum transform as follows(see for example [Grif87])

E' = v(E - Bp,)

- , — BE

zlz = 7 (P p,ﬁ ) (B.1)
P;, = Dy

Here E, p;, p,, and p, are the energy and the three momentum components. The
prime indicates the projectile frame, while the nonprime variables are in the target
frame. 4 and B are

B

i
o le

(B.2)
Y= T

where v is velocity.

The first step is to calculate 4 and B. This can be accomplished by using the
relationships

E = ymc
(B.3)
T = ;nE_cz,

where E is the mass of the projectile plus its kinetic energy, and m is the mass of
the projectile. Both the mass and the kinetic energy of the beam are known, so v

can be calculated; using the second part of equation B.2, 8 can be derived.
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Now one can go back to equation B.1 and calculate what the energy and momen-

tum would be in the projectile frame for each of the individual particles.



Appendix C

Tables

The data presented in the following tables are the/ results from the present experiment
(Tables C1, C2, C3, and C4), inferred results Hayashi et al. (Tables C5, C6, and C7),
and the VUU calculations [Batk92] (Tables C8, C9, C10, and C11). All the cross

sections listed below are in units of [mb/(sr GeV?/c?)]
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| Momentum (GeV/c) || (p—like cross sections + Statistical Error) x10° |

0.92 1.35 £ 0.15
0.96 1.35 % 0.12
1.00 1.33 + 0.13
1.04 1.20 % 0.13
1.08 1.15 % 0.11
1.12 . 1.27 £ 0.14
1.16 1.17 + 0.25
1.20 0.88 + 0.18
1.24 0.88 + 0.11
1.28 0.829 + 0.091
1.32 0.853 + 0.084
1.36 1.06 + 0.21
1.40 0.89 + 0.19
1.44 0.36 + 0.18

Table C.1: Invariant cross sections as a function of momentum at 15° from the present
results.
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[ Momentum (GeV/c) || (p-Tike cross sections £ Statistical Error)x10° |

0.92 1.052 + 0.053
0.96 1.081 + 0.070
1.00 1.013 + 0.043
1.04 0.856 + 0.042
1.08 0.835 + 0.047
1.12 0.53 £ 0.12

1.16 0.544 + 0.097
1.20 | 0.510 + 0.056
1.24 0.538 + 0.003
1.28 0.498 + 0.003
1.32 0.446 + 0.003
1.36 0.421 =+ 0.003
1.40 0.378 =+ 0.003
1.44 0.356 =+ 0.002
1.48 0.295 <+ 0.002
1.52 0.242 + 0.038
1.56 0.111 + 0.028

Table C.2: Invariant cross sections as a function of momentum at 20° from the present
results.
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| Momentum (GeV/c) || (p-like cross sections + Statistical Error)x10° |

0.60 1.074 + 0.074
0.68 0.804 + 0.055
0.76 0/599 + 0.042
0.84 0.465 £ 0.034
0.92 0.351 + 0.027
1.00 0.218 + 0.018
1.08 0.128 + 0.011
1.16 ' 0.101 + 0.010
1.24 0.068 £ 0.007
1.32 0.050 £ 0.006
1.40 0.0364 + 0.005
1.48 0.0214 + 0.003
1.56 0.0169 + 0.004
1.64 0.0098 + 0.0022
1.72 0.0055 £ 0.0018
1.80 0.0016 + 0.0006
1.88 0.0025 + 0.0011

Table C.3: Invariant cross sections as a function of momentum at 40° from the present
results.
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| Momentum (GeV/ c)_ﬂ (p-like cross secti;ns + Statistical Error)x10* ]
0.60 92 £+ 0.19

0.68 2.59 £+ 0.13

0.76 1.638 + 0.089
0.84 1.032 £ 0.064
0.92 . 0.630 £ 0.042
1.00 0.379 & 0.030
1.08 0.229 + 0.022
1.16 0.127 + 0.014
1.24 0.075 + 0.010
1.32 0.043 + 0.008
1.40 0.017 £ 0.003
1.48 0.011 + 0.003

Table C.4: Invariant cross sections as a function of momentum at 60° from the present
results.
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| Momentum (GeV/c) J| (p-like cross sections & Statistical Error) x10° |

0.52 2.39 £ 0.14
0.60 1.97 + 0.14
0.68 1.77 + 0.14
0.76 1.46 + 0.13
0.84 1.31 +0.13
0.92 1.12 + 0.11
1.00 0.92 + 0.11
1.08 0.783 =+ 0.093
1.16 | 0.627 + 0.079
1.24 0.481 + 0.065
1.32 0.390 + 0.055
1.40 0.279 + 0.043
1.48 ~0.204 + 0.032
1.56 0.144 + 0.023
1.64 0.101 = 0.017
1.72 0.075 + 0.013
1.80 0.0456 + 0.0080
1.88 0.0315 + 0.0056
1.96 0.0238 + 0.0044

Table C.5: Invariant cross sections as a function of momentum at 20° from the Hayashi
data.
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| Momentum (GeV/c) ][ (p-like cross sections £ Statistical Error) x10° |

t

0.52 1.56 + 0.11
0.60 1.136 + 0.093
0.68 0.843 + 0.079
0.76 0.613 + 0.064
0.84 0.469 + 0.054
0.92 0.343 + 0.042
1.00 0.249 + 0.032
1.08 0.160 + 0.022
1.16 | 0.107 + 0.016
1.24 0.069 + 0.011
1.32 0.0488 + 0.0077
1.40 " 0.0276 + 0.0046
1.48 0.0169 + 0.0029
1.56 0.0093 + 0.0017
1.64 0.0061 + 0.0012
1.72 0.0042 + 0.0008
1.80 0.0025 + 0.0005
1.88 | 0.0012 <+ 0.0003
1.96 0.0006 + 0.0002

Table C.6: Invariant cross sections as a function of momentum at 40° from the Hayashi
data.



113

| Momentum (GeV/c) || (p-like cross sections + Statistical Error) x10* |

0.52 8.19 + 0.65
0.60 5.17 + 0.48
0.68 3.16 + 0.33
0.76 1.95 + 0.22
0.84 1.28 + 0.16
0.92 0.730 = 0.099
1.00 0.442 + 0.063
1.08 o 0.236 + 0.036
1.16 | 0.141 + 0.023
1.24 0.064 + 0.011
1.32 0.0336 =+ 0.0059
1.40 0.0179 + 0.0034
1.48 0.0057 = 0.0013
1.56 0.0050 + 0.0012
1.64 0.0023 =+ 0.0007
1.72 0.0012 + 0.0005
1.80 0.0007 + 0.0004

Table C.7: Invariant cross sections as a function of momentum at 60° from the Hayashi
data.
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Momentum (GeV/c) || (p-like cross sections + Statistical Error) x10° |
0.44 2.61 £ 0.25
0.52 2.40 £+ 0.20
0.60 1.82 + 0.14
0.68 2,01 £ 0.15
0.76 1.95 + 0.13
0.84 2.00 £+ 0.12
0.92 1.86 + 0.11
1.00 2.14 £ 0.11
1.08 . 2.01 £ 0.11
1.16 1.800 + 0.093
1.24 1.435 £+ 0.081
1.32 1.123 + 0.070
1.40 . 0.926 4 0.061
1.48 0.751 £ 0.054
1.56 0.525 + 0.044
1.64 0.336 £ 0.035
1.72 0.221 + 0.027
1.80 0.137 £+ 0.019
1.88 0.083 + 0.014
1.96 0.051 + 0.011

Table C.8: Invariant cross sections as a function of momentum at 15° from VUU
calculations.
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| Momentum (GeV/c) || (p-like cross sections % Statistical Error x10° |

0.44 2.49 % 0.21
0.52 2.21 % 0.19
0.60 1.67 £ 0.12
0.68 1.90 + 0.12
0.76 1.56 + 0.10
0.84 1.643 + 0.095
0.92 1.537 + 0.087
1.00 1.215 + 0.073
1.08 } 1.220 + 0.071
1.16 0.950 =+ 0.057
1.24 0.826 + 0.052
1.32 0.606 =+ 0.045
1.40 0.454 + 0.037
1.48 : 0.304 + 0.027
1.56 0.210 + 0.023
1.64 0.146 + 0.017
1.72 0.099 + 0.015
1.80 0.074 + 0.012
1.88 0.0464 =+ 0.0091
1.96 0.0215 + 0.0057

Table C.9: Invariant cross sections as a function of momentum at 20° from VUU
calculations.
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[ Momentum (GeV/c) [ (p-like cross sections + Statistical Error) x10° |

0.44 1.74 £+ 0.13
0.52 1.422 £+ 0.096
0.60 , 1.158 £+ 0.077
0.68 0.851 + 0.059
0.76 0.628 X 0.046
0.84 0.490 + 0.037
0.92 0.312 £ 0.025
1.00 0.263 + 0.024
1.08 : 0.175+ 0.018
1.16 0.120 + 0.015
1.24 0.0609 + 0.0076
1.32 0.0539 + 0.0085
1.40 0.0350 + 0.0065
1.48 0.0204 + 0.0046
1.56 0.0097 £ 0.0026
1.64 0.0105 + 0.0036
1.72 0.0050 + 0.0021
1.80 0.0020 + 0.0010
1.88 0.0035 £ 0.0012
1.96 0.0002 + 0.0002

Table C.10: Invariant cross sections as a function of momentum at 40° from VUU
calculations.
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{ Momentum (GeV/c) || (p-like cross sections + Statistical Error) x10° |

0.44 1.056 £ 0.088
0.52 0.665 = 0.061
0.60 0.451 + 0.042
0.68 0.328 + 0.032
0.76 0.200 = 0.022
0.84 | 0.078 % 0.011
0.92 0.074 % 0.011
1.00 0.0460 = 0.0077
1.08 0.0196 + 0.0031
1.16 0.0188 =+ 0.0050
1.24 0.0082 + 0.0028
1.32 0.0020 = 0.0007
1.40 0.0032 =+ 0.0010
1.48 0.0004 + 0.0004

Table C.11: Invariant cross sections as a function of momentum at 60° from VUU
calculations.
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