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ABSTRACT

LOW LEVEL RADIO FREQUENCY
CONTROL OF RIA SUPERCONDUCTING CAVITIES

By

Michael John O’Farrell

High velocity superconducting radio frequency (SRF) cadigsigns at MSU, for the
proposed Rare Isotope Accelerator (RIA), have an unloadedh @he order 10e9. RIA
applications use low beam currents resulting in loaded Qbebrder 10e7. In order to
maintain stable fields, RF power requirements will be doteiddy control of the cavity
fields in the presence of low-level perturbations on thetgavi

A field programmable gate array (FPGA) based, low level ré@iguency (LLRF) con-
troller has been designed to compensate for perturbatioreccelerating cavities, main-
taining driving amplitude and phase levels, on a point-binpbasis, thereby stabilizing
cavity fields. Originally designed at Lawrence Berkeleyibiaal Labs, for use at another
accelerator project, the controller was adapted for uselérpRototype medium beta cav-
ities. Supporting circuitry was designed and built for ¢awontrols, and its performance
was measured.

The emphasis of this thesis concerns the understanding dfigftal control loop, its
implementation at the National Superconducting Cyclottaboratory for RIA, and an

analysis of the controller’s performance.
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CHAPTER 1

Introduction

Increased pressure from the physics community for furtesearch into nuclear particle
physics has created a demand for high velocity, high enarggi@rators. Superconducting
cavities are capable of supporting high fields with low polesses due to the reduced sur-
face resistances. The quality factor (Q) of a cavity is iath@ of how high the fields can
be achieved. Higher Q-factors represent stronger intdiads, but with a more narrow
bandwidth. In the presence of perturbations, maintainmglaude and phase control, or
field stability becomes increasingly difficult with very higQ-factors, because of the as-
sociated narrow bandwidths. Superconducting Radio FresyuéSRF) cavity prototypes,
designed and built at Michigan State University (MSU) fag firoposed Rare Isotope Ac-
celerator (RIA), have obtained an unloaded Q of’10.oaded Q-factors of magnitude 10
are anticipated during beam operation. Maintaining amg@étand phase of such high Q
cavities is only possible with digital controllers capabfecompensating for disturbances
as they occur.

A low level radio frequency (LLRF) controller, designed fpallation Neutron Source
(SNS), and built at Lawrence Berkeley National Labs (LBNb) gollaboration with
Los Alamos Labs, was acquired by the National Superconayciyclotron Laboratory
(NSCL) for phase and amplitude control of SRF cavities. Thesis is based on the im-
plementation and operation of the controller. In order tdarstand the operation of the
controller, a background review of electromagnetics,igiarphysics, control systems, sig-
nal processing, digital signal processing and VHDL is pnése Verification of the output

data is performed and finally a user manual is attached aspandjx.



Table 1.1. Numbers and types of cavities in RIA linac.

Type Six-cell elliptical | Triple spoke

Bopt 0.49| 0.63| 0.83| 0.50| 0.62
Number of cavities 68 | 64 | 32 | 42 96

Total 164 138
Temperaturd(°®) 2 4.2

In 2004, the Department of Energy deemed (RIA) as a highipyifar further research
in physics. Beam physicists search for new isotopes of knelerments by colliding high
energy beams of specific ions onto targets of known materaésating isotopes which
are used for the advancement of materials and medicine. Ridldvextend research to
isotopes of heavier elements [1].

The NSCL SRF research group designed a proposal for RIA wagehified the ability
to accelerate ions up to uranium to 400MeV/u to high energih avfinal beam power of
400kW [3]. The number of cavities in the linear acceleralioa€) are listed in table 1.1.

To achieve required beam powers, the linac is designed \aiflows group of cavities.
Each group is designed to allow for an increase in velocithetbeam, an example of each
group is shown in figure 1.1. TH&pt is the optimum desigf = ¥, wherev is the velocity
of the beam and is the speed of light.

The elliptical accelerator cavity is a microwave resonatbose shape is derived from
a pillbox shaped resonator. Radio frequency (RF) powermissinitted to the cavity and
is coupled to the particle beam. Electric field and magnegid fpatterns in the cavity
are illustrated in figure 1.2, where the electric fields arewad to the metal surface, and
peak electric fields occur along the center axis of the caWtggnetic fields patterns are
azimuthal, where the peak magnetic field occur on the equdtibre cavity and are zero
along the center axis of the cavity [2].

The beam is accelerated through the center of the cavity Agithe power supplied is

time varying, the particles are delivered in bunches, ading with a harmonic of the cav-
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Figure 1.2. Cavity dynamics.



ity frequency. The bunches must be timed correctly to oltagnmaximum acceleration.
The cavity RF drive signal must be held in phase with all ¢gasiin the linac to accelerate
the beam for the length of the accelerator. If for example,ghase was offset by 180
the beam would undergo deceleration. For beam stabilityaaities are synchronized to a
reference signal to accelerate the bunches of particlé® atarrect time.

A disturbance imposed on the cavity is observed by a changeswnant frequency.
A change in resonant frequency also produces a change tcettieed phase, since res-
onant cavities are highly dispersive, causing timing issioe the beam. Mitigating the
disturbances is partially accomplished mechanically, dgucing environmental effects,
and stiffening the cavity structurally to lessen sengitito perturbations. To compensate
for disturbances, cavities have been over-coupled withgpalaereby lowering th@ey; of
the cavity. Which in turn lowers the operatiorigdy; during beam loading. By lowering the
Qext, the cavity with beam load or loadé@ (Q,) also decreases and the effective system
bandwidth increases. An increased bandwidth effectivelgrebses the effects of phase
and amplitude offsets due to a change in resonance.

Heavier ion acceleration calls for lighter beam currentsctvinave considerably less
effect on the loaded Q of the cavity. For the low RIA beam autiré is necessary to
control the resonant frequency to obtain the desired hiibkels while not requiring vast
amounts of power. A properly controlled system will resaltsignificant power savings
during accelerator operation [4].

The LBNL controller is called the ‘low level radio frequengy.LRF) controller, be-
cause it is capable of compensating for microphonics as agelbw level disturbances,
occurring within the system bandwidth. The LLRF controikea combination of analog
signal distribution and more importantly digital designhelsystem is based on a Xilinx
Spartan XC2S150, [12] Field Programmable Gate Array (FP@8g¢essor whose realtime
parallel processing allows for point-by-point compermatf the RF drive signal, based

on information from the cauvity.



To supply the controller with the appropriate signal ley@lsupport chassis was de-
signed and built to support the LLRF. Testing of the cavitigth the controller was com-
pleted to determine the level of performance with a five agtlper mock up cavity at room
temperature.

The controller is a simple Proportional Integrator contoap, but its implementation
is complex. Code for the system, largely undocumented, itsenrin Verilog, a hardware
description language, and high level C. The lack of docuatent, manual, direction, and
experience at NSCL has been the impetus for this thesis toesirdo a reference manual
to be used for further research.

Chapter 2 is background information for the understandirtherelationship between
cavity dynamics, beam physics, and the cavity de-tuningisharesult of disturbances on
the cavity. A circuit model of the cavity is used to simplifgrae of the equations leading
to the relationship of cavity input power and the limit of tatiable de-tuning.

Chapter 3 describes the source of disturbances and metrexdsysly used to mitigate
these perturbations. Discussion leads to a digital metfodrdrolling the cavity and how
it may be implemented into a linac.

Background information regarding analog and digital deataitbn of signals is pre-
sented in Chapter 4. A method of capturing signal infornmatiothe rectangular form of
complex real and imaginary values (I and Q), is explaine@ddition to analog to digital
conversion (ADC). The method of signal capture for digitalgessing in the controller is
established and discussed. Chapter 5 concerns a detaglekidorvn of the digital control
aspect of compensation, along with some of the additiorradtfanality.

Chapter 6 discusses the method of distributing and suppbiralog signals at the cor-
rect level to the ADC for proper signal capture. A supportssimwas designed and built to
house components and supply the appropriate level signétetLLRF. The relationship
between graphical user interfaces, supporting computedstee LLRF are explained in

Chapter 7.



The analysis of the support chassis design and the accurdey l0_RF is substantiated
in Chapter 8, where experimental results confirm that thefEbRtput values are accurate

to specific levels.



CHAPTER 2

Cavity Parameters

2.1 Description of the SRF

Superconducting RF cavities are used for producing the bagfity fields necessary for
charged patrticle acceleration. An introduction to SRFtaviwill be presented, and mod-
eled, deriving the parameters to explain the behavior oflewel radio frequency (LLRF)
disturbances imposed on the cavity. The goal is to presekigibaund material describing
the problem and outlining the factors necessary to achleveitimate goal of controlling
the cavity fields. The properties of a superconducting gaié such that very high fields
are obtained with relatively low power input. The unloadeda@@y factor Q) for the
MSU B = 0.47 RIA prototype cavity is measured to be!40while operating at 805 MHz
at 2K. The resulting bandwidth is less than 1Hz (see equation)(2Tis very narrow
bandwidth means the cavity is sensitive to small vibrationdisturbances which physi-
cally change its shape, presenting the difficulty in mamigj the constant amplitude and
phase required for a linear accelerator.

A linear accelerator or linac, is comprised of many cavideganged for a straight line

of flight beam of particles. The initial cavities are desidrier a low 3. In thisB, = ¥

o
wherev is the speed of the particles ands the speed of light. As the beam proceeds
along the linac, the particles are accelerated and3tbé the cavity msut be increased.

To minimize costs, cavities are grouped in similar velesitisuch that each group can
accommodate a range of velocities. Identical cavitiesgihesl for an optimunf (Bopt) is

used for the entire group. The frequency of each group otieauinust be a harmonic of



the initial cavity frequency. For example, MSU'’s RIA desigecludes an initial frequency
in the low[3 cavities of 80.5 MHz, middI@ cavities of 322 MHz and several hidgroups
of cavities operating at 805 MHz. These are the fourth anthtearmonic frequencies of
the initial 80.5 MHz.

Each cavity driving the linac must be synchronized to a commederence frequency
so the beam is accelerated efficiently. The RF signal in thiéycs phase locked to this
reference signal. The reference signal is designed to ertkersynchronization of the
phase of all other cavities in the linac. Regardless of aémor conditions, the cavity
fields must ultimately remain phase locked and amplitudblsteelative to a reference

signal to maintain beam stability.

2.2 Circuit Model of the Cavity

In order to show the effect of disturbances on the cavitys itecessary to introduce vari-
ables that are relevant to the system. A useful means ofidegrthe system is through a
model of a resonant circuit. The overall system may be brolosn into the cavity itself, a
current source driving the system, a transmission lineed fae cavity, and a load. Figure
2.1 represents a schematic of a 6-cell cavity set-up. Tleeikthe beam passing through
the cavity absorbing energy as it is accelerated.

The current source is driven from an amplifier. The transiosine and the RF coupler
feeding the resonator are designed to provide the powertgodtity. Since the cavity is
overcoupled, to maintain stability, a circulator is neeggso ensure reflected signals do not
saturate or damage the amplifier. The amplifier, circulatoupler, and lines are lumped
together as the Norton equivalent of the external curreatcgconsisting of the current
sourcels and the shunt impedan@gy:.

Resonating circuits or cavities act as a band pass filter amd A bode plot similar

to that presented in figure 2.3. The ratio of the output sigeltive to the input signal
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Figure 2.1. General system set-up for a single 6-cell abtavity.
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is called the transfer function, and is presented in termthefits magnitude and phase
response. Here we can identify some fundamental aspedt @ity response, which
will be described in more detail later. The peak of the maglatresponse is the resonant
frequencyuw,. The points at which we measu%ethe maximum power ofy are labelled
as the -3 dB points. The frequency between the -3db pointei®andwidth BW) of the

cavity andey is the 3 bandwidth.

BW = wp—wg (2.1)

= 20 (2.2)

2

wherew; is the lower -3dB frequency and, is the higher -3dB frequency. In (2.2), an
even symmetric function about the center frequengyis assumed.

The phase plot undergoes a 180 degree phase change ovezgherfcy span of the
resonator. Hence, the reactance of the circuit moves fromdarctive circuit to a capacitive
circuit through a frequency sweep, while the reactive canepts are equal aby. As the
impedance is complex off—resonance, there is a phasedtifferbetween the voltage and
current. Atwy the relative phase difference is 0, while at the -3dB poimgthase is either
+45 degrees.

The quality factor, or Q, of the cavity or resonator is defibgdhe magnitude response.

Q=2 (2.3)

More specific equations @ will be defined later in the chapter.
It is important to recognize that the equivalent circuit bé tcavity is a reasonable
representation of the cavity within the bandwidth of theitgautside the bandwidth, the

model illustrated in figure 2.2 does not normally hold.

10
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2.3 Resonator Description and Simplification

Referring to the cavity as a RLC circuit implies that we areking at a form of resonator,
the simplest of which is a pillbox. Due to the symmetry of dquik resonator we can define
the coordinate system in cylindrical coordinates, wherethe axis of symmetry, while the
theta @) and rho p) components are symmetric about the z axis. For the pillad®¥ylp10

mode is present.

EZ
XY
PR I B
pp PP ra
P Y
b T T s
R
L
I R [ R I

Figure 2.4. Cauvity fields for Thgho.

A coupling probe induces fields in the cavity so that the eledield will propagate in
the z direction. As the beam passes through the cavity in the ztilrg it is accelerated

by the electric field within the cavit§ (z t).

E(zt,9) = E(z)cogwt + @) (2.4)

wherew = 2mtf of the RF frequency
The beam is made up of bunches or packets of charged partidesisting of ions,

electrons, or protongs(z t) is time varying and therefore, for the beam to obtain maximum

12



possible acceleration in the correct direction, the busaheast pass through the cavity

while the electric field is at its maximum or “on-crest” (poihin figure 2.5).

(3) 180° out of phase

Figure 2.5. Timing of the bunch.

We can define the phase delay as

P = wiy (2.5)

wherety, is the particle injection time delay of the beam.
Figure 2.5 indicates that if the particles are injected wibhdelay, they are on crest. If

the delay isS (point 2 on figure 2.5), there is no acceleration, while if tieday istt the

bunch will be decelerated (point 3 in figure 2.5).

2.4 Beam Dynamics

From beam dynamics, there is a desired value of phase offseaintain or reduce the

bunch size of each beam packet. A synchronous plpadeom the peak or crest, allows

13



bunches to remain tightly grouped. Slower particles obtaore energy, faster particle
obtain less energy so the bunch remains in tight formatidms & known as theecond

Robinson’s stability criterion

Y

aCC _ on-crest (phase ¢, = 0°)

=
head z#1ail

negative 0 positive
} » beam phase

Figure 2.6. Phase, i. e. synchronous phase @,.

An important consideration here is the intended phase déldne beam or phase delay
in the cavity fields. There are desired set-points for thesplaindividual cavities to ensure
that beam particles accelerate as a bunch correctly.

Additionally, in an ideal linac, each progressive cavityulbhave an increasing to
account for the increasing speed of the beam. Cavity desighshaped to match the
frequency to the velocity of the particles and are referceid terms of theif3. In reality it
is less costly to design a single cavity with an optim@mr (3, to operate at a harmonic
of the initial B frequency. Within a range of cavities of mutual design, tearb velocity
will be too slow for the first cavity, appropriate for the midatavity and too fast for the
last cavity. By adjusting the phase set-points, a cavityammommodate the beam with the
most appropriate electric field to accelerate the beam efigi. The amplitude and phase

set-points of the cavity fields, are critical in terms of decating the beam.
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2.5 Derivation of the Quality Factor

In the circuit model of figure 2.2, the resonance of the RLCutris defined as the fre-
guency at which the inductive and capacitive reactance’®qual. This is given in terms

of inductance (L) and a capacitance (C) as

Wo = —— (2.6)

The impedance of the parallel combination of inductor anghc#or at resonance is
infinite, and all the generator current flows through thestesi(R) at this frequency. As
noted earlier, as the cavity moves off resonance, eitherciinge or capacitive reactance
exist in the circuit or cavity.

Comparing the circuit model to the cavity, the relationshiifr in our model is relative
to the resistive losses R on the walls of the cavity from s@faeurrents induced by the
electromagnetic fields. This value R is important in detarng the power dissipated in the
cavity. This is valuable in deriving the alternate defimtiof Q. In this case the unloaded
Q orQy is defined as the ratio of stored enerty) (to energy Pcay) lost in one rf cycle (T).
Where

Peav=—2-T (2.7)

For the optimum cavity design where the beimcludes the cavitf,, the ideal transit
time for the particles corresponds to 286f phase accumulation. In this scenario the
particles are accelerated during the total time while eegdds the electric fields. Also at

Bo, Vace = Veav. The cavity potential is then
2V
Veav = ?p (2-8)

The accelerator community relates the cavity voltage tedewiaRsh, whereRgy, = 2R,;
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hence,

V2
Piiss= —2 2.
diss Rsh ( 9)
and
wJ
Q=5 (2.10)
cav

The time average stored energy at resonance is defined asakelectric or magnetic
field energy stored in the system. Alternatively, the timerage stored energy can be in

the capacitor and inductor used in the model of figure 2.2.

u — }uO/|H|2dv 2.11)
27 v
1
u = EL'S (2.12)
u — }so/|E\2dv (2.13)
2N
1
u = éCv,§ (2.14)

By definition, at resonance the stored energy in the capaaitd inductor are equal,

hence,

_ 2 _ 2
U = 5CV; =5Li
wJ
R
1
0 — w3CVE
u 1\/5
2R
Qu = wRC (2.15)
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From the circuit model, we derive this equation which willlsed later to define the cavity

tuning angle.

2.5.1 Additional Quality Factors of Interest

We have considered thus far the unloaded cavity; we can aldeedheQ for other cavity
conditions, such as when the beam passes through the céigtynay do so by using the
circuit model again, considering the external driving eutfg, the external impedanagy;,
and a load. Our load is the beam passing through the cavityegmdsented biy. As the
particles are accelerated they absorb energy from theydeelils and must be represented
by a load. The beam must be considered as part of the systéas asimple resistive load

but as a current load, due to the reactive components of dra.be

Figure 2.7. Equivalent RLC circuit with load.

The unloaded Q, as previously determined, was the ratimoédtenergy to dissipated
energy in the cavity. External @&x:) is the ratio of energy stored in the cavity relative to

the power dissipated in external devices from the cavitys &hgiven by,

Qext = ad (2.16)



while the loaded Q, which is the Q of the cavity with a beam jpasthrough it, is given by

wJ

= 2.17
Q Ao (2.17)
where
Pot = Peav+ Pext (2.18)
The loaded Q may be calculated as
1 1 1
= 2.19
QI Qo Qext ( )

We can describe the beam, by its own effecti¥eHere the beam quality facto€f) can
be described as the ratio of stored energy in the cavity cosdpa the power delivered to

the beam.

o owJ
Pheam

Qb (2.20)

In general th&ex: ~ Q). As Q, is typically orders of magnitude largépey; dictates the
Q. Thisis because most of the power lost in the system is todivepcoupler, transferring
RF power to the cavity. By increasing the coupling, or ovapimg the cavity with power,
more power is lost in the coupler further reducing @; andQ;. The lowerQ, broadens
the bandwidth of the system making it less susceptible tditudp and phase offset from

shifting resonant frequencies.

2.6 Tuning Angle and Cavity Voltage Requirements

The circuit model in figure 2.7 considered the effective gatw currenty and the beam

load as a currenly. Bothlg andl, are sinusoidal and of the same frequency. The phase
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difference between these two currents is represent8drafsgure 2.8. The timing of beam

injection relative to the reference signal synchronizithgh@ cavities can control this phase
anglef. If we combine the two parallel currents into a single solir@ed analyze the circuit

we will determine the steady state solution of the cavityage. This combined current is
given by

| =ig+1p (2.21)

Figure 2.8.1 representing generater and beam currents

Using Kirckoff’s current law we know that

l =Ir+1L+Ic (2.22)

and
Cd\,
dt

Ve 1t
'_E+E4%m+ (2.23)
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By differentiating both sides of (2.23), we find
dl 1dv 1, Cd’v
dt " Rdt LT aE (.29

and divide byC, we have

1dl 1dw 1 d?Ve
cdt _RrRcat et ae (2.25)

This second-order differential equation represents thigyceoltage driven by the amplifier,
accelerating the beam.

Let the applied current be
| = lpsin(wt) (2.26)
The steady state solution of the differential in (2.25) diuewill be given by

Utilizing (2.26) and (2.27) in (2.25) and comparing bothesiobf the equation for sfnt +

Y) as well as cogut + ), we can find the equations solution,
tany = R (i —uC) (2.28)
 wl '

where the beam load included Ry,
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Ve = (2.29)

The angla) is the phase angle between the generated current and thatgeheoltage,

or between the beam current and beam voltage. This is knotreasvity-tuning angle.

g = R (s~ o) (2.30)
_ R_;(wg_wa (2.31)
— R+ )@ ) (232)
~ R'—OOC-Zcko (2.33)

WhereAw is the difference between the driving frequeraepnd the cavity frequenay.
If Awis small, thanp may be used in the approximation (2.33).

Alternatively given (2.15)

tany = 2QA0 (2.34)
W
Finally
tany) ~ 2Q A = 2Q At (2.35)
W f
and
R

(2.36)

T ey
Graphing this/; versus frequency verifies the fundamental cavity respamsesioned
earlier, as seen in figure 2.3. The bandwidth of the loadetésyss noted by the points
where the voltage drops ré; of the voltage or the -3dB value of the maximum voltage, or

the stored energy drops ga The -3dB occurs when the anglejisvhich equates te\%Rﬂ
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when used in equation (2.36).

2.7 Controlling Bandwidth

Understanding the relationship of the varid@s (especially that o€y, of the cavity to the
bandwidth) is essential in designing the power requiresieatessary to obtain and control
the desired cavity fields. As mentioned earlier, very hgFactors relate to very narrow
bandwidth and therefore a very sensitive environment. Asigenor low level disturbance
will de-tune the resonant frequency. Once tlyeof the cavity does not agree with the RF
drive frequency, which is governed by a reference signalufinout the linac, the cavity
fields will drop in amplitude and will deviate from the desinehase set-point.

Existing high velocity accelerators have usually had higarb currents. The high beam
current relates to a loQ,. The low Qy reduces the overald;, which in turn increases
the bandwidth of the cavity. Microphonic induced frequerayiations become relatively
insignificant to the loaded bandwidth, creating small atapk variation in the system, and
the majority of RF power provided is transferred to the beBsturbances in the form of
microphonics have little effect on the phase and amplituid@ée system when thAw is
considerably less than the cavity bandwidth.

RIA has a low beam current and therefore has a I@gh The overall loaded), of
the system will remain very high, resulting in cavity fieldné@l dominating the power

requirements in the presence of microphonic disturbances.

2.7.1 Calculate the Power Requirements for Detuning

With some form of amplitude and phase control, there isatitlaximum amount of power
that may be available to adjust for resonant frequency bfféence, the maximum amount
of detuning possible can be calculated for a given amounbwip generated.

RIA beam currents are designed to be relatively low at 0.328The amount of power
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required to sustain the field in the cavities has been dedigmbe at a level where the
delivered or coupled power level is twice that of the reqiiibeam loading power.
In deriving the equations to determine the control bandwit#it B,y be the beam design

power and?, be the power of the beam.

Pnd R\, [ dw
P, — <1+%) +4( AQ) (2.37)
where
AQ = BW=2 (2.38)
Q
wU
= 2.39
Q By (2.39)
U
@ = (2.40)
Q Py
~ _ b 241
Qb Pod (2.41)
_
Qv = BV, (2.42)
w = QuBW, (2.43)
BW = 2w, (2.44)
wo = 2Qpwy, (2.45)
Using (2.41) and (2.39) in (2.37) and dividing By, we get
Po_ P |(,. P\° (X
- neR D)) e

Substituting (2.41) and (2.43) into (2.46)

Q 5w \?
<1+Qb> +4<B\M)Qb) ] (2.47)
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If we assume that

Qext ~ Q) (2.48)

then

5 2
Y {(Hgg) (22) } 249
By rearranging (2.47) so that its derivative with respec%)ttand evaluating it at 0, we
find the maximum ratio 0Qex: to Qn. Assuming the overall generator power to be twice
the beam power, the maximum ratio gg calculates to be 0.33. Using this in (2.47) to
determine the maximum allowable detuning, to occur, whigentaining control of ampli-
tude and phase, calculates to 5.68 of the beam BW from equiid2). The system can

maintain control even if microphonics detunes the syste&88 Bmes the beam bandwidth,

under these conditions.

2.8 Graphically Demonstrate Loss of Resonance

The left graph of figure 2.9 is the magnitude response of dycaNiere the cavity resonance
frequency rg) occurs at the peak voltage of the initial curve (line 1f)-at0. The required
voltage at resonance is indicated by a dot. Line 2 represestsft in frequency due to
some disturbance where the new resonant frequency is isbdblatw, at timet;. To
compensate for the drop in voltage at the cavity resonamcpiéncy due to the shift, an
increase in power is necessary (line 3) to maintain the propaty fields at the resonant
frequencywy.

Similarly, the phase plots on the right represent the shiftiase due to the disturbance

represented by lines 1 to 2. Corresponding phase compensaiilso necessary to bring
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Figure 2.9. Effects of disturbance on resonant frequency.

the phase of the cavity back in line with the reference signal

2.9 Conclusion

We have introduced a number of factors relative to Supenectimy Radio Frequency cav-
ity dynamics and have established the relationship betwleemavity parameters, band-
width and quality factors of the cavity. For more detailediees of cavity parameters and
beam dynamics, the interested reader is referred to [2].

The Q factors of the cavity play a significant role in that tieoant of over-coupling
determines the loaded Q. The loaded Q dictates the perfaeraithe cavity and its sensi-
tivity to disturbances. Efficient beam acceleration is gmenly if cavity fields are steady
and phase locked to a reference signal synchronizing the dintac. Ultimately, a form
of control is necessary to regulate the phase and amplitLithe @avity fields in a manner

such that the desired phase and amplitude may be estabéisdedaintained to a specific

accuracy.
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CHAPTER 3

Mitigation of Disturbances

3.1 Disturbances

With a background regarding cavity dynamics and an undeastg of the control param-
eters of the cavity, the source of disturbances and methibdsntrolling them can now
be described. There exists both mechanical and electrietiods of dealing with these
disturbances. Mechanical methods mitigating dealing disturbances are capable of re-
ducing the level of disturbance to a workable range, but hotigating them completely.
This chapter describes general mechanical and electrigtilods to virtually eliminate the
disturbance.

Microphonics is the definition of low level disturbances aihaffect the cavity. In the
case of the RIA higl§ cavities, which are the most sensitive cavities, it has letermined
that most frequencies over 300 Hz may be neglected due toitisegnificant effect on the
cavity.

Microphonics are mechanical vibrations from the surrongdinvironment. The cavity
is connected directly and indirectly to cryogenic linesinms, other plumbing, and to the
building floor itself. Motors, equipment, even ground viilwas from road traffic may be
considered sources of vibrations. There are a multitudgraflgonous machines in our en-
vironment, vibrating at approximately 60 Hz and harmonic8@Hz. As our environment
is surrounded by sources of vibrations, managing the diatwes is critical to maintain

stable cavity fields.
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3.2 Mechanically Dealing with Disturbances

The simplest method of damping any vibrations would be ttatecand even remove the
source of the vibrations permanently. Locating cavitiearnnisolated environment away
from motors, traffic and other vibrating sources will helpit there are numerous con-
nections that cannot be completely isolated. Cryogenid fees, necessary to maintain
superconductivity, may be damped so as to reduce the wbr&tbm pumps and motors,
but can not be eliminated. Reducing the amount of physit¢ahtion within proximity of
the cavity will help reduce the amount of detuning.

Mechanically damping the vibrations is possible by stiifgnparts of the cavity. By
increasing the mechanical stiffness of the cavity by wejdnpport struts, we increase
the stiffness K matrix, thereby increasing the natural masb frequency of the parts them-
selves. The forced response of the cavity due to a distuebaitidoe of a higher frequency,
which may be out the susceptible range of problematic freges, or in the higl§ cavities
Wygis > 300Hz.

The critical component for reducing vibrations in the cawvitechanically, is the tuner.
A tuning arm connected directly to the SRF cavity, mechdlyicaters the length and
shape of the cavity thereby changing the resonant frequeinitye cavity. A piezoelectric
actuator activated by a controller can be use as a means rfigpestsating microphonic
vibrations, by applying an equivalent disturbance withriheerse phase [8]. The reduction
in mechanical vibration will bring down the disturbance tahin the BW, so it may be
controlled electrically. Additionally, it will reduce theF power requirements necessary to

phase stabilize the cavity.

3.2.1 Overcoupling

We have described the relationship betweenQ@hef the cavity and its bandwidth. If the

cavity has a lowe®), due the over-coupling of the cavity, the overall bandwidtimcreased.
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If the BW of the system is large enough, then small variationthe resonant frequency
(i. e. microphonics) will have little affect on the cavitylfis.

In order to over—couple the cavity it is necessary to ina@dahas power delivered by
the source. The amount of RF power required for over—cogpndependent on beam
loading and the amplitude of the induced noise, and canmeéted through testing in a
realistic environment. This higher power increases thddd® and broadens the BW of
the system, allowing for phase stabilization. Aside fromaas methods of mechanical,

and digital control, this has historically been an effeztwethod of handling microphonics.

3.2.2 Reactive Tuning

ATLAS, the heavy ion accelerator at Argonne National Lals®, aireactive tuner to control
microphonics. The idea is based on controlling the reactv@ponent of the detuning
field. A circuit made of diode switches, fast switches thedloapedance of the reactive
power stored in the transmission line, coupled to the camtgompensate for the detuning.
This method has been used to phase stabilize cavities 0B6084Hz at ATLAS, and has

proved to be an effective and stable system with numerousstadwperation. The system

has not been effectively used on higher frequency systems.

3.2.3 Changing the Resonant Frequency

The tuner mechanically changes thgof the cavity is a method of adjusting the resonant
frequency. Another method of adjusting for the shiftingoreant frequency, is by allowing
the driving frequency of the cavity to shift with the changiresonant frequency. This can
be accomplish by means of modulating or adjusting the RFasidpiving the system.

We shall consider two methods of generating the driving Rfpa| the self excited
loop, and the generator driven control loop. The formeresyshas the ability to shift its

resonant frequency while the latter is based on a fixed knoaguency.
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Self excited system

In the self excited loop, the signal from the cavity output@npared to the driving RF

signal. The two signals are processed by a mixer where thendA.@ signals are of

the same frequency. The filtered IF is the instantaneouseptifisrence between the two

signals. This measured phase difference has a directorsaip to the frequency offset

by equation (3.1). By applying this phase difference to tigaa generator in the form

of a modulation, the driving signal can be adjusted for thHfeidnce just measured. The

drive signal moves in relation to the resonant frequencyefdavity thereby allowing for

constant fields within the cavity.

. Phase Amplitude .
Limiter controiler Controller ‘ Amplifer
I Phi
— |
SEL
Phi | Loop Phase
Gradient Detector
Gradient
Setpoint [@@
<C>7 Phi Cavity
Phase Phase
M.O. Setpoint

Figure 3.1. Self Excited Loop

29

(3.1)



Generator driven

The second means of driving the system is through genenatendoop, which is based on
a fixed frequency and operates under the assumption thaavitg s at a fixed resonance.
Any offset from resonance will have to be adjusted elsewh&ne controller procured by
NSCL and under consideration for this thesis is a generaiggrdsystem. We will refer to

the controller as the LLRF controller.

Phase Amp'ltude

M.O. controller Controller Amplifer
= Phi
Phase i
Setpoint | Phi GDR

Gradient Detector

Phase ]
@ S @

Cavity

Figure 3.2. Generator Driven Loop

3.2.4 Digital Control

While diminishing the disturbances, mechanical methodseaover-come the very nar-
row bandwidth of high Q superconducting cavities to mamtasonance. The digitization
and re-creation of the RF drive signal back to an analog segjlwavs for discrete analysis
and correction of the driving signal. The speed at whichtdiglystems operate makes
a disturbance under 300 Hz appear relatively slow. This e@mplished by electrically

correcting the signal, by point-by-point adjustment of $ignal using a Proportional Inte-
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grating (PI) control loop to keep values at their desireepssts. This control system will
fitin with a generator driven control system so that the rasge of the cavity is maintained

as well as the cavity fields.

Digital Signal Processing

One method of digital control is through the use of a Digitigjal Processor (DSP). The
DSP is capable of manipulating digital data by analyzing aratlulating signals in real
time. In this case, it would alter or adapt the values necg$sansure the RF drive signal
is at its proper frequency. DSP’s have been used at numesoilisiés around the world;
for example, the Telsa Test Facility have used DSPs for systegperating at 1.3GHz for
a pulsed beam. Pulsed beams are considerable more comglindhat there are Lorentz
forces present. Each pulse induces a new electric field, etizgily altering the shape of
the cavity and changing the resonant frequency at each.jRisitive aspects of DSPs are

that they are relatively easy to program and available tiin@aeveral manufacturers.

Field Programmable Gate Array

Another processor, which is commonly used in telecommuioics, is a Field Pro-
grammable Gate Array (FPGA) chip. Similar to Programmalgit. Chip (PLC), the
FPGA is made up of thousands of logic units. The benefits afguaiFPGA, are its high
speed throughput and parallel processing capabilitietsail@v for real time processing,
as well as its ability to be reprogrammed along with its cttsmay be programmed to do
similar functions as a processor chip may do, but does na thesoverhead architecture.
A simple logic output may take ten times longer to processherprocessor because of its
overhead, but the FPGA is limited to less complicated ma#ragpns, because it lacks
some of the necessary overhead. The number of operatiosampgte is much higher with
FPGA due to its architecture, accounting for its speed [11].

The FPGA is faster when complicated co-processing proesdaire not required, in
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which case a DSP is faster. For example, a trigonometriaitzdion is faster on a DSP
compared to an FPGA, unless a form of digital manipulatiostofting registers to mul-
tiply and process numbers is used in the FPGA code. Usingtameocalled Cordic, one
can determine the phase and magnitude of a signal withong @ssingle trigonometric
function.

FPGA's are faster in terms of raw performance but there avendmles as well. An
FPGA is much more complicated to program. There are limitanlmer of qualified pro-
grammers with the skill set for Verilog or VHDL. Due to the cplaxity of the FPGA,
the manpower and implementation costs are disadvantageoomst small applications.
Newer FPGA chips have DSP functionality built in, allowirgy some more complicated

processing. The LLRF controller referred to in this thesibased on the FPGA chip.

3.3 Digital Controls Within the Linac

A generic method of how a controller would fit into the ovelalhc is described in figure
3.3. This is a representation of a single cavity control. H=@avity would have the similar
set-up, operating at the appropriate frequencies. Theersfe distribution at the top is
distributed throughout the linac and must be extremelylstizbphase. The entire system
is dependent on the phase stability of this reference sidina right side of the figure dis-
plays the cavity, amplifier and measured signal from theesysihe piezoelectric actuator
is connected to the tuner to mechanically control vibratiorhe control for the actuator is
in the form of a fast and slow tuner from the main controller.

We define fast tuning as the signal applied to the tuner tocedibrations under 300
Hz. In this case, the LLRF controller is the tool to measueedhange in frequency and
or phase, while a separate controller, such as an Adaptee-feeward Controller (AFC)
may be implemented, to mechanically dampen cyclical siaasdisturbances [8].

Slow tuners will be in the form of screw type device, steppetanor prestressing the
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Figure 3.3. System diagram.

piezoelectric actuator to handle tuning or very slow diiffitérequency. Again the control
will be dictated from the main controller which monitors syistem parameters.

The left side of the figure contains the control host and thytali controller. The
control host is the interface that handles the user interfexl communicates directly with
the digital controller. Experimental Physics Industri@in@ols Systems (EPICS) is a well
known system used in most accelerator labs, to interfadge wibnitor and control sensors
as well as motors throughout the entire accelerator.

The digital controller is where the analog signals are thgit, measured and processed
to create the corrected new output driving signal to thetgavihe controller will be de-
scribed in detail in chapter 5.

In the middle of the figure is the analog converter. It splitd downconverts the mea-
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sured signals from the cavity to the appropriate interntedi@quency (IF) and amplitude
that the digital controller can handle. Test points allowifigation of the signals at the IF
and RF levels.

This arrangement is not specific to any one type of digitatrodier. In our case, it

suitably represents how the controller ties into the oVvexatem.

3.4 Reasons for Choosing LBNL LLRF Controller

We procured the LLRF controller from Lawrence Berkeley Naél Labs (LBNL) as this
design was tested and being commissioned for use at Spalld&utron Source (SNS) ac-
celerator, in in Oak Ridge, Tennessee. While their systemlsed, and RIA is continuous
wave (CW), its complexity would likely be able to support R$fecifications. Dr. Larry
Doolittle who put together the LLRF controller has a wealtlexperience in the field ac-
celerator physics and microphonic detuning. AdditiondllBNL was willing to support
outside labs, making their controller the only system ofyitse available.

It would appear that this design would have the best chanseanfess, given the back-
ground and the lessons that we could learn from the installatnd commissioning at

SNS.

3.5 Conclusion

By understanding the source of disturbance and severabaetsf reducing or eliminating
them, we can look at one specific type of controller that shamemise in stabilizing cavity
fields. The digital controller, specifically the LBNL LLRF otoller, will be discussed
in its method of operation. We have seen a glimpse of how timraiter ties in to the
system. Further discussion of signal processing will helpriderstanding the method this

controller operates.
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CHAPTER 4

Signal Capture

4.1 Introduction

Having decided on a digital controller to stabilize cavitgldis, a basic understanding of
various components and signal processing tools is negassdiscuss some of the methods
used in the LLRF controller. A brief discussion of mixersyaeonversion, and sampling

rates will be described.

4.2 \ector Control

If we consider the two methods discussed in 3.2.3 of how teedithe cavity, both the
generator driven and self-excited system rely on measureoéthe cavity field amplitude
and phase. Cavity voltages can be expressed as vectors aortiqgdex plane, and may
be described either in terms of amplitude and phase in polardinates, or as real and
imaginary components in rectangular coordinates.

Real and imaginary components are sometimes referred tdiagphase 0) and Q
(quadrature 90. Analog components such as 1Q demodulators are capabbdrateng
information such as phase modulation or frequency offsehfcenter frequency. Alter-
natively, the | and Q values may be extracted digitally usinglog-to-digital converters
(ADC). In analyzing control systems for large disturbana@esector controller based on
real and imaginary components is preferable. A phase dtertoould possibly correct the

phase into the wrong quadrant due to the cyclic periodidifyhase response, as informa-
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tion is based on phase location only. A change of 80m 0° may be in the first or forth

guadrant. Its relation to a previous input may not accoura tbhree quadrant shift in phase.
The phase appear to be the same but the direction of the clengéthe same, and the
compensation would not be correct, if based on the incopkase position. In complex
form the exact position is known relative to a previous poirtie LLRF controller uses a

digital method to obtain | and Q signal information.

4.3 Downconversion

The RIA cavity tested for this report operates at 805 MHz. rEae technology improves,
the fastest commercially available ADC today, can sampl&0&t MHz. It is therefore
necessary to downconvert the high frequency signal to arlce@guency that the ADC can
handle. Choosing the appropriate frequency depends on[i sample rate, as well as
other issues such as imaging. Image frequencies are repstdf a frequency spectrum,
resulting from discreet sampling.

Downconverting is performed through the use of mixers. Aanix essentially a signal
multiplier of two input signals, a radio frequency (RF) sigjiand a local operator (LO)
signal. The output is an intermediate frequency (IF) whectihe sum and difference of the
two frequencies. Filtering out the unwanted frequency amnionics will leave an IF of
a specific frequency. The trigonometric function (4.1) mayealuated by applying two

separate signals A (4.2) and B (4.3),

sinxsiny = % [cos(x—y) — cos(x+Y)] (4.1)

We refer to A as,

a(t) = Asin[(wat) + 64 (4.2)
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and B as,

b(t) = Bsin[(wpt) + 6| (4.3)

Multiplying these two signals, the output becomes,

a(t)b(t) = %B[COS(wa—wo)tJr(ea—eb)]

_A?B (COS(0a + )t + (Ba+ B)] (4.4)

The result is the sum and difference of frequencies A and Bha#n in (4.4). If for
example A operated at 100 MHz and B at 10 MHz the IF would be B6tMHz and 110
MHz. Adding a low pass filter would leave the 90 MHz signal torkvavith. This is the
basis for modulating and demodulating signals. While trexpgations are true for ideal
components, in reality there are some non-linear respaisegher amplitudes and image
frequencies that may add some distortion or noise into teeegy.

Noise, or unwanted signals can emerge from mixers in the @drarmonics from the
original signal or internally from the switching action ¢iet mixer itself. Double balanced
mixers (DBM) have the ability to avoid spurious noise on th@ort due to its construction.
A diode ring completely isolates the IF from the RF and the EQuation (4.5) calculates
the IF frequency for all possible harmonics of the input aignAn ideal DBM rejects all
spurious responses when either or both input harmonicsvare (@ and/or n are even).
For this reason, DBMs are a preferred mixer. Various contluina of integer multiples
of either or both the RF and LO can emanate from the mixer. thesefore necessary to
consider the possible combinations of the sum of multipfesach frequency as an image

frequency.

WE = £MWRE = NW_ o (4.5)
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Note that m and n are integer harmonics of both RF and LO thatargreate spurious
products. In reality the amplitude of the spurious compdsédrcrease in amplitude as the
value of m or n increase, so higher-order multiples causendrstortion relative to the
first harmonic and are typically filtered out.

Looking back at our example, the first image occurs when tldehammonic of B mixes
with A, resulting in+20 MHz from the 100 MHz. DBMs reduce this even harmonic so we
can neglect it and consider th& armonic which produces a disturbance out of range.
The 29 harmonic of A (200 MHz) and ¥ harmonic of B (90 MHz) result in images
at 110 MHz and 290 MHz. At issue is when our desired IF is 110Midd an image
occurs at that same frequency. The amplitude readingsddFtkignal would sum the two
signals resulting in incorrect measurements. The amgibofdhe 9" harmonic may cause
problems depending on the sensitivity of the system.

Another issue is phase noise, which is the result of an ulestad, or a clock with
jitter. An unstable reference clock has some shift in timey Aiovement in time is relative
to a phase shift and will be seen at the output as jitter in @nga@ or phase. Clock drift
sometimes occurs as environmental changes occur that vataddaffect measurements.
To compensate or correct for drift in clock cycles in our taget up, a reference signal
is used to phase match all cavities in the linac. The comtroises the reference signal to
phase lock the cavity signal. By phase locking the cavitpaighe frequency is kept in
complete synchronization in phase and therefore the amdglits also matched in terms of
clock cycles. Phase locking the signals ensures that thplsapirequency is correct and
avoids sampling uncertainties.

In the case of the 805 MHz cavity, 50 MHz is the IF frequencye T frequency was
decided to be 755 MHz. The IF is far enough from both the RF abdd_easily filter out

any sideband or images that might appear as a result of thex.mix
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4.4 Digital Sampling

Sampling acquires waveform representation through a seguef discrete values of a
continuous time signal taken at uniform time intervals. lEdiscrete value is a measure-
ment of the waveform amplitude at its sample time. Resuliting sequence of numbers
representing amplitude at even timed intervals. The im@terval period, or sampling fre-
qguency (s), is usually required to be a minimum of twice that of the nmaxm frequency
in question 3), to obtain sufficient data to reconstruct the original sigmith no loss of
information. Images or aliases may still exist after samgplidepending on the sampling

frequency, therefor some care must be taken in the desigroid aoise.

Nyquist zones

The first Nyquist zone is defined as the range of frequencieseea DC and%s. The
frequency spectrum is divided into infinite Nyquist zonefie T Nyquist zone starts at
DC, the 29 Nyquist zone starts aff the 39 zone starts a, and continues on, as can be
seen if figure 4.2.

The sampling frequency must adhere to the Nyquist bandwiigthvoid aliasing.
Nyquist Bandwidth states that the sampling frequency megireater than twice the fre-
guency spectrum bandwidth of the input signal in order toldde ® reconstruct the original
signal perfectly from the sampled version. If a signal hasrater frequency of 805 MHz,
+1 MHz, then the spectrum BW is 2 MHz and the minimum samplieg@iency would be
4 MHz after downconversion. Images of the original signaluat integer multiples of
the sampling frequencytmfs+ fa]
where m=1,23,...

Looking at figure 4.1, we can see the frequency domain repratsen of fs, f5, and the

alias frequencies of the original signal.
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fs = Samplingfrequency

fa = Frequencyspectrumofinterest
fa Image | Image Image | Image
® 0) D) Q) Q)
0.5fs fs 1.5fs 2fs
< Zonel—>|=<— Zone2—*><+— Zone3—>|<+— Zoned > =— Zoneﬁ‘

Figure 4.1. Signaf, sampled affs using ideal sampler with images [atmfs+ f4|,m =
1,23,...

Figure 4.2, shows that ifs is too close tof,, an image frequency is produced in tHé 1
Nyquist zone. Note that if we consider the condition of figdr2 where a potential noise
(unwanted signals) exits at any of labeled image frequenthere will be an image of that
particular noise in the®1 Nyquist zone. In this case the noise will be sampled as well as
the intended signal. To avoid any spurious frequency compisnn the ¥ Nyquist zone,
appropriate filtering is required on the analog signal ptiothe ADC. A well designed
‘anti-aliasing filter’ will avoid any spurious signals oude the Nyquist bandwidth. This
will be even more important when we discuss undersamplicignigues.

Just as in analog demodulationfsdoo close to 2, makes it more difficult to filter away

unwanted images, due to limitations on the spectral shagpakthe response filter. By
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Figure 4.2. Sampling a signal outside the first Nyquist zamage falls within the first
Nyquist zone.

increasing the sampling rate, the anti-aliasing filter-afflrequirements may be lowered.
Of course, there are limitations on how fast ADCs can sangsid,inherently the cost is
reflected in the speed.

Baseband sampling occurs when all signals of interest ahénsthe £t Nyquist zone.
With baseband signals all the images occur outside thRlyiquist zone. Undersampling

or harmonic sampling occurs while samplindsehigher than the 3 Nyquist zone.

Undersampling

Observing the sampled data spectrum of a frequency in ttandddyquist zone reveals
outputidentical, yet frequency reversed relative to treeband frequency (figure 4.3). The
original spectrum is folded in the second Nyquist zone aed tigain for the third Nyquist
zone, and continues folding in each zone. Exact data repagen may be acquired from
a signal from any odd Nyquist zone, given the signal with thygiNst bandwidth. This
limitation is known as théNyquist critea Otherwise stated as signal must be sampled
at a rate equal to or greater than twice its bandwidth in orderpreserve all the signal

information.
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Figure 4.3. Undersampling a signal in second and third Nstqagne resulting in identical
sampled data spectrum.

Figure 4.3, plota, is an example of a signal whose frequency spectrum residéei
2"d Nyquist zone, and plat is the resulting frequency spectrum. Plptis the reversed
frequency spectrum of plat and sits in the 8 Nyquist zone. The output from plds,
also results in the equivalent frequency spectrum ploNote how the even zones have
a reversed frequency spectrum, and that the sampled sgyobdarly within the Nyquist
bandwidth, and therefore not aliased.

Any additional signals or noise outside the original Ny¢jbasndwidth will create im-
ages in all other zones, producing noise or a corrupted &meguspectrum within the sam-
pled data. For under-sampling techniques, the anti-aligSiter prior to the ADC needs
to be a bandpass filter with high roll off to ensure a clean dadhgpectrum of the original

signal, by confining the sampled frequency to the Nyquistioadith.
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4.5 Demodulation

4.5.1 Analog

Traditional analog I/Q demodulators require the RF sigtalse split and compared to a
LO to determine | and Q, through the use of mixers. The filtengighut of the LO and RF
signalis I, while Q is the filtered output of RF mixed with LOase shifted 9Q The values

of both I and Q are then sampled by an ADC and digitized to alitee digital version.

Splitter
- N
Splitter I
LO LO
Mixer
LO g Q
Phase shifter Mixer

Figure 4.4. Analog method of determining | and Q values.

Areas of difficulty with analog IQ demodulation arise fromyagein or difference in
signal amplitudes, or phase errors to mixer inputs. Mixepaits must have identical am-
plitude inputs for both | and Q measurements. The phase a@parfor the LO must be
exactly 90, for true Q values. Physical issues such as cable lengthghiase match-
ing, amplitude gains, leakage through any mixer ports, Di€etd, as well as impedance
matching components are all potential sources of errors@leerors may be eliminated or
compensated for by careful RF design, but any single errgr caase RF measurement

errors.
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4.5.2 Digital

An alternate method of acquiring 1/Q data is by sampling aaligt four points for each
period. Hence, samples are taken at Bllervals, assuming that the frequency is fixed.
Assuming the first sample is at,0corresponding to I, the next sample is at 9@r Q, the
next sample is at 180Qor -I, and finally a sample at 27@orresponding to -Q. The ADC
streams a series of I, Q, -1 and -Q which can be manipulated i digitized.

Of course this is possible with an appropriate speed ADCal be necessary to down-
convert the original RF signal to a reasonable frequendyishexactly four times slower
than the ADC sampling rate. We mentioned the necessity fogpeprfiltering post down-
conversion to eliminate the unwanted sideband. For digdaipling purposes it is neces-
sary to install an anti-aliasing filter prior to the ADC to te@ any noise from frequencies
outside the desired range.

In the case of comparing more than one signal, one of theagieeabncerns with dig-
ital sampling are the signal levels. During down-convarsggnal amplitude are usually
attenuated through mixers and must be enhanced to ensyrermignal levels are input
to the ADC’s. The amplitude of the signal is what is measungdhie ADC's, therefore
it is important that the signal inputs to the ADC’s are matthetherwise digitized levels
are incorrect. Alternatively, low input signals may be scahigher digitally, but this does
not improve the resolution of the reading and account forgelapossible error in phase
or amplitude measurements. Ideally all readings are mafidl atale to ensure maximum
resolution of the digital value.

Knowing that the sampling must be performed four times paodeand understanding
the under-sampling theory, a formula for determining the & sampling can be estab-
lished.

41,

fo— N (4.6)

where N is a Nyquist zone.
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Relative to analog demodulation once the IF frequency has kitered, the benefits
of using a digital demodulator are in eliminating issuesardgg gain balancing, phase
matching, or even impedance matching as the readings am@eshprior to any use of a
mixer. There are no DC offset or drift to manage either. Coselg, some issues can be
troublesome. Any clock jitter is still a major concern astingng of the samples is critical
in maintaining true 1/Q measurements. Additionally, if frequency sampled is not exactly
at the desired frequency the samples are no longeap@art. However, quadrature phase

error is representative of the frequency offset [24].

4.6 Anl/Q Sample Example

Consider the case of the LLRF controller in our scenario. @dwty in our system operates
at 805 MHz. Our initial concern is to decrease the frequena level that an ADC may
read. A 50 MHz IF was determined to be an appropriate levehaaglobtained by down-
converting the cavity output at 805 MHz with a 755 MHz refaresignal. The reference
signal is phase and amplitude stable across each cavitgtoeethe 50 MHz IF is in phase
with all other cavities by the on-board Phase Lock Loop (RLIHe PLL synchronizes
the phase of reference signal to the on board clock of the LORE ADC’s and DAC are

based on the LLRF clock and once locked to the reference Isigy@aADCs ensures that
the sampling is performed at the same phase for each cavity.

Care must be taken to ensure the signal levels for variougsmre all amplified to a
limit and attenuated so they are matched. This signal isditdy a 50 MHz band-pass
filter to avoid any extraneous aliasing of any images durirgdigitization process. To
digitally determine 1Q values of the 50MHz signal, we useftiet that four sampled points
are necessary per period to obtain | and Q data. With the flard6é and some simple

math we can determine the appropriate Nyquist zone to usenfiber-sampling.
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1

fimage: Z fs (4-7)

and from imaging we know

fimage: fa— fs (4-8)
(o)

1

Zfs - fa— fs

5

Now plug 4.9 into 4.6
(o 4-2fs
S 7 (2N—-1)
5
1= 2N—-1
N = 3

If the fu = 50 MHz, then thefs for the 39 Nyquist zone is 40MSPs. If we were
to consider the % Nyquist zone, the resulting sampling rate would be 200MSRigw
is beyond the ability of our ADC. It is still important to usket highest sampling rate
available so as to reduce quantization noise and aperttee[ji4]. Consider the example
of sampling a 50 MHz signal at 40 MHz and the image at 10 MHz aspsesented by the
figure 4.5. In figure 4.6, the square wave is the clock cycl&é@e®DC running at 40 MHz,
where the rising edge of the clock measures the amplitudeedd® MHz signal at discrete
points. The points extracted are the discrete values of@d8z and the 10 MHz signal

because the 10 MHz image is an exact representation of tha-&0dignal. The measured
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fs
Image Image 40MHz fa Image Image
10 MHz 30 MHz 50©MHZ 70 MHz 90 MHz
0 0 W 0
0.5fs fs 1.5fs 2fs
< Zonel —|<— ZoneZ2—|<+— Zone3—*|<+— Zone4d—>=|<+— Zone5—

Figure 4.5. Example of images from a 50 MHz signal sampledafléiz.

values equate to the I, Q, -1, -Q values of the 10 MHz images Thidentical to sampling
the 10 MHz image at 40 MHz, where there are four samples peoge&rhich are 90
apart. If the clock for the ADC and the IF signals are phaskddcthese sampled values

represent the |, Q, -1, and -Q values of the intermediate 5 Nteuency.

4.7 Conclusion

An introduction to both some analog and digital methodolbgg been presented to aid
in describing the means by which the LLRF works. Moreover alysis of how | and Q
data are obtained from the cavity output has been descrildglhave seen that under-
sampling a signal such as the cavity output can be demoduitatie | and Q values for
manipulation. The FPGA easily supports complex variable @re associated math in
rectangular coordinates.

The next phase is to overview the manipulation of data to renthat cavity field are

maintained.
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50MHz sampled at 40MHz
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Figure 4.6. Sampling 50 MHz signal with a 40MSPs ADC.
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10MHz from 50MHz sampled at 40MHz

pi 3pil2
frequency (x10MHz)

Figure 4.7. The 10 MHz image extracted from sampling.
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CHAPTER 5

Digital Flow

5.1 Introduction

The LLRF controllers main function is to correct the phasd amplitude of the driving

signal to ensure consistent fields within the cavity. On@edignal information is digi-

tized, the error can be determined and data streamed theoBgbportional Integrator (P1)
control loop. This chapter investigates the digital desigd flow of data to perform the
compensation. Starting with some fundamentals of Pl cosgten and then describing
the elements used in the system to generate data to feedrttreldoop, we conclude by
following the data stream of the LLRF controller from a systeitwise flowchart.

A generalized form of a control loop is represented in figulevhere the compensator
modifies the error signal between the plant output and irtpuitain desired transient re-
sponse of the system. The goal of the LLRF compensator istioally eliminate steady
state error. Borrowing the terminology from control engineg, the plant represents the
SRF system (cavity, amplifiers, microwave components),etdile the controller repre-
sents the PI loop. The error sign@(s)) is determined by the difference between the
calculated set-points and the cavity output.

The cavity output C(s), is a stream of |, Q, -I, and -Q valuedexcribed in chapter 4.
User set-points are entered using the LLRF Graphical Userfate (GUI), modified by a
direct digital synthesizer and a CORDIC routine, to gereeeastream of I, Q, -1, and -Q

set-point values.
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R(s) * o(s) | C(g)

b,

Controller Plant

Figure 5.1. Closed loop system.

5.2 Proportional Integrator Controllers

Controllers are designed to improve the transient respohaesystem. Continuous time
systems are frequently transformed into the S-domain byacaptransformation to sim-
plify the math. The Laplace operator translates a set afjratend derivative equations into
a set of linear algebraic equations in the s-domain. Analyssystems in the s-domain pro-
vides useful information regarding the system performafkagure 5.1 represents a closed
loop system with unity feedback. The plant has some trarfigfation in the s-domain in

the form of equation (5.1), for example;

(s+3)
(s+1)(s+2)(s+4)

G(s) = (5.1)

where corresponding roots of s in the numerator are calletb¥ and the corresponding
roots of s in the denominator are called “poles”. In equafmf), there is a zero at= —3,
and poles at 0, -1, -2, and -4. The transfer function of thatptan be plotted as a root
locus as shown in figure 5.2. The root locus is a plot of the palkzero locations in the
s-plane. All points must be on the Left Hand Side (LHS) for ¢lgstem to be stable. The
vertical axis is the imaginary axis correspondingd® The horizontal axis is the real value
of the transfer function components, corresponding.to

A controller is placed prior to the plant to improve the systgerformance. Increasing
the gain alone of a controller decreases the rise time andmyapve the steady state error,

but at the expense of a higher percent overshoot in the @nainsesponse. Conversely,
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Figure 5.2. Example root locus where A is stable and B is higaé but not stable.

reducing gain to reduce percent overshoot increases thaéime. With the addition of
an integrator controller only, the steady state error wadlddiminated, and the transient
response will suffer from increased settling times and agrooverall system response. To
illustrate the concept of a controller and its effects ondigtem, consider the root locus
(the heavier dark arrows) shown in figure 5.2. Choosing angtfmm the root locus will
ensure stability and determine the gain, percent oversketite time, and rise time of the
transient response. If the desired transient responseliigher gain, for example point B
instead of point A in figure 5.2, a compensator is necessatyadditional poles and zeros
to move the root locus to a stable region that includes point B

An ideal integrator will move the root locus, by the additmina pole at the origin and
a zero placed very near to the origin. By locating the pole z81d near to each other the
overall root locus changes very little, but has the effethofeasing the order of the transfer
function and in turn eliminating steady state errors. Indhse of the LLRF, eliminating
the steady state error is the primary concern. The compansat maintain the gain but
requires the addition of an integrator to eliminate the rdit6].

A block diagram of the compensator is shown in figure 5.3 any lbeeregarded in the
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Figure 5.3. Block diagram of a Pl compensator.
form of equation (5.2).
K
&@:KVFé:—ig—Q (5.2)

5.3 Z-transform

Analogous to studying continuous time systems in the s-doma the Laplace Transfor-
mation, the study of discrete time sampled data can be tvamsfl into the z-plane. The z
transform can describe the stability of a discrete Linearellnvariant (LTI) system. Con-
sider sampled data of a continuous time signal as a seriegr@¢ Delta functions in the

form of

8

X(t) =Y x(kT)d(t —KT) (5.3)
k=

The z-transformation is defined as

X(2) =Y x(kT)z™* (5.4)
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The relation between discrete signél] andX(z) has a one to one correspondence,

X[n] <= X(2) (5.5)

The relation of[n] to z X is such thaz 1 is a unit delay operator. The relationship between
z-domain and s-domain is

z=¢T (5.6)

Since the Laplace variabkis complex, the variable is also complex having a real and
an imaginary part. The transfer function can be plotted asnation ofz on anArgand
diagram also called the z-plane, and has similar characterisiitsets-plane. The stability
of the system depends on the location of the poles of themsydte) transfer function. The

system transfer function of a closed loop system is

H(z) = 5~ (5.7)

A discrete-time LTI system is stable if the the poles ofthg) transfer function lie within
the unit circle and the region of convergence (ROC) inclutlesunit circle. The region of
convergence describes how stable the system is. The ROCaokald_TI system excludes

the origin and is less than the magnitude of the largest pole.

ROC=0> |z > |p| (5.8)

An example of aH (z) transfer function is described in equation (5.9), and istetbin

figure 5.4.
_ X(2) z
H(2) = Y(z2 (Z+1)(z+0.5) (5-9)

The poles in this case are roots¥fz) and are located at (80.5) and at (0.5,0). Two

points lie on the unit circle, which indicate marginal stiypi15].
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Figure 5.4. Example z-plane plot bff(z).

5.4 LLRF Operational Data Input and Set Points

It is understood that the data flow into the LLRF controlles Ipaeviously been sampled
into complex values of the cavity output signal in the fornh, @, -1, -Q, by means of signal
capture. The second set of data of importance is the set-yalires of desired phase and
magnitude. These values are determined by the physiciatfucting beam experiments
and would vary for specific beam composition and target gddis set-point values are in-
puts to the controller entered by an operator, who conth@$tam via the Graphical User
Interface (GUI). The GUI is part of the overall design of tHeRF controller and interfaces
indirectly with the FPGA via a network protocol system cdlEPICS. Determination of
phase and amplitude set-point values are unique and areithat the scope of this thesis.
LLRF GUI slide-switches allow the operator to adjust amyul¢é and phase settings
which are used to determine the set-1 and set-Q levels. @tla@r settings are also used
to establish stability in the system during operation. Ehieslude gain setting fdk, the
proportional gain of the compensator, afd the integral gain setting of the Pl loop. Fi-
nally, a ‘gain rotation’ setting is used to compensate fgr@mase lag acquired in cables. If
all cables had zero length, the angle of the feedback woukkbt—180°. The ‘gain ro-

tation’ allows for compensation of phase offset caused kyhalcables and/or waveguides
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in the system, so the cavity sees pure negative feedback.
The following sections begin to outline some the functidagdbuilt into the system,

that also plays a crucial role in the digital control and fldvibibs.

5.4.1 Direct Digital Synthesis

A Direct Digital Synthesis (DDS) is named after the pointinint synthesis of digital
data used to build an analog waveform, otherwise termed itabdfgequency generator.
DDS has attractive features such as being controlled digifast frequency changes as
there is no settling times, and a broad range of frequenaiesh are limited only by the
filters used in the system. A DDS uses look-up tables to sti@aeries of phase angles
at specific time intervals to a Digital-to-Analog Conver{&AC) where the output can
generate a sinusoidal waveform [18].

In the LLRF, a DDS is used but not immediately converted tda@naAs discussed
previously, the system is designed to sample a fixed 10 MHu#&ecy (an image of the
50 MHz signal), with sampling rate of 40 MHz, resulting in katock cycle equaling a 90
phase shift. A register delay holds the bit for one clock eyehich equates to 901f the
DDS value input is 0, then the stream of angles out of the DdSKybhase register is 90
180, 270, and 360. If there is an input of a non-zero frequency, the angle impuuild be
different and cumulative in each step. For example if DDS setd40 111 kHz the stream
of angles out of the phase register would be approximatelyl®p°,273,4°,95°.... This
stream of phase angles is crucial to the operation of the GOR&tation process used to
calculate the set-point data.

As normal-conducting (non-SRF) cavities ramp up with powemperature gradients
increase significantly on the surface of the cavity and chahg shape of the cavity by
thermal expansion. To compensate for the resulting sutisttanmange in resonant fre-
guency, the DDS component of the LLRF controller is manuadlgd to adjust the driving

frequency to the cavity frequency during the warm up periedr superconducting cavi-
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ties, there is also some deformation of the cavity by Lorémtzes. Lorentz forces cause
a magnetic deformation attributed to increased electridsia the cavity. In a CW sys-
tem Lorentz forces are only issue during the ramping thetiegvup to full power. In the
Lorentz detuning during initial operation of the cavitiése DDS function can be used
maintain resonant frequency while slowly ramping the poverexternal measurement of
the cavity frequency would be necessary to determine thieyag@sonant frequency, which
can be adjusted by the DDS function.

An additional advantage to having a built-in DDS is that tbatcoller can work as a

stand alone frequency generator, if the controller is fein open loop.

5.4.2 CORDIC

CORDIC or COordinate Rotation Dlgital Computer, calcutadéend manipulates sine and
cosine functions utilizing magnitude and phase data. Itestlused when a hardware
multiplier is not available and a minimum number of gatesasiced, such as the case
with a FPGA. Dealing with complex variables of amplitude gidse, or | and Q values,
CORDIC iteratively rotates the angle untit,Gadjusting the values of set-I and set-Q at
each step. Rotating shifts are based%o&mgles until the final angle is approximately. 0
Determining% angles is accomplished by binary shifting [17].
Recall that in rectangular form, a number may be rotated Byl§Omultiplying the

number withR= 0+ j1 where the form here R= 1 + jQ. The angle can be calculated as
0= arctan(cl—?) (5.10)

Similarly, to rotate a number by 45we would multiply byR= 1+ j1. Note that% of 45° is
26.565" and is found by multiplying a number /= 1+ j0.5. The general formula for ro-
tating by successive smaller angles of base4sl + jK, whereK =1,0.5,0.25,0.125.. .,

orK =279 2-12-2 2-3 _ "which is easily accomplished with simple binary shiftiag,
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opposed to overhead heavy, trigonometric processor aotre.

In the LLRF control loop, a block labeled “16 stage cordicpuns the rotation angle
and constant values of set-1, set-Q. The rotation anglea9tiase from the DDS phase
register and changes at each clock cycle. If we considerith@est case where no addi-
tional frequency is added from the DDS, than output from thase register is a stream of
multiple angles of 90 Cordic shifts the | and Q values By= 0+ j1 either+90°, in its
first stage, to get closer td OThis ensures that the value is betwee®0® and 90. In the
second stage the | and Q values are shifted by rotating dkbhed + j1 or +45° to get
closer to 0. This routine continues rotating set-1 and set-Q based dimgdr subtracting
successively smaller angles until the error in rotationsiseatially 0. The accuracy is
based on the number of bits the phase register has. In ouadase 14 bit rotation occurs

producing an accuracy of

Q

0 = arctanl—

1
- arCtan2_—14

= 0.003497

The last stage of the CORDIC routine is the rotated valuesaofll Q rotated from the
DDS phase value shifted td 0Of interest is only the resultant set-1 value after rotatio

The set-Q values are necessary to calculate the set-I wathiesaation.

Table 5.1. 1/Q values from set-I.

Set-1 + angle| Resulting point
Set-l+ 0O Set-l
Set-1 + 90 Set-Q
Set-1 + 180 -Set-I
Set-1 + 270 -Set-Q
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Consider an example of an amplitude and phase set-pointg3G°1 and DDS set to
0, meaning the rotation phase is"90able 5.2 shows resultant outputs of the rotated set-I
and set-Q values from the final stage of the CORDIC routin® fosnsecutive rotations.

The output from the “16 stage pipelined cordic rotation”im@ly the final set-I value.
The final set-1 value after each 9phase rotation is the stream of I, Q, -l and -Q. Figure 5.5
is a representative plot of the sinusoidal wave that woulddvestructed from only the set-|
values of table 5.2. Note that the set-I values in the taldetze values at each 9point
which is the rate at which the system operates, i.e. the ¢iowk The first value is delayed
by one clock cycle and plotted at Q0T he incoming value from the cavity to be compared

with for error measurement, is also delayed by one clockecyc

Table 5.2. Example of CORDIC rotation of set-points.

Rotation ) | Cumulative rotationq) | Set-1 | Set-Q | Mag. Phase
0 0 0.866 | +0.5] 1/30°
90 90 -0.5 | +0.886 1/120
90 180 -0.866| -0.5j 1/210°
90 270 0.5 | -0.866 1/300°
90 360 0.866 | 0.5 1/30°

5.4.3 Error signal

The error signal between input and the reference signakislifference between the dis-
crete set-point value and the discrete cavity output vdfube system was operating with
no disturbance and right on target, there would be an erdoewaf 0. If there is a distur-

bance on or within the cavity, the result is a change in resomaf the cavity and the 1/Q

values would differ from the unperturbed set-points in traf of a phase shift. Recall that

_dco

0=t

(5.11)
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Figure 5.5. Simulated plot of CORDIC output.

The phase offset is measured by a difference in set-poiramitycvalue. The compensator
will generate an adjusted error value to the cavity to commptnfor the phase shift and
bring the error back to zero.

The function of the DDS is to ensure the set-point values areect and represent an
unperturbed reference. In the presence of Lorentz forcée wvamping up the cavity, it is
desirable to change the resonant frequency of the cavitg dignal. The DDS frequency

can be used to offset the set frequency of the drive signahipjementing a phase offset.
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5.5 Follow the Bit Path

A flowchart of the FPGA data flow at a bit level is displayed irufig 5.6. Each shaded
block represents a flip-flop, or a latch, where a slight dellyva for accumulated data to
collect and move on at the next clock-cycle. As a result ofothe clock-cycle clock delay,
these blocks also act as a°9fhase shifter. It is the designers function to ensure that al
information has arrived and that the settle time is stahle po the time of the next clock
increment. The blocks in between the latches manipulatddbequickly enough to reach
the next latch before the latch is reset.
The blocks labeled as registers work as latches and prowidgportunity for data to

transfer from the FPGA to the supporting microprocessat,ERICS for display purposes.

5.5.1 Inputs

The upper left of the flowchart in figure 5.6 is enlarged to feghr7, where ‘Cavity Field
ADC’ input represents C(s) in the general control form. Tdasity output signal is digi-
tized, held in a register for display and then fed throughggtalibandpass filter to remove
any DC offset. Thisis the I, Q, -1, -Q data stream from the geor plant output, which is
input into the adder.

Below the ‘Cavity Field ADC’ signal is the set-1 set-Q infoation loaded into the “16-
stage pipelined CORDIC” block, along with the DDS frequepbyse output. The output
from the “CORDIC” block is the set-I, set-Q, —set-I, and —-Qestream discussed in the
previous section, and relates to R(s) in the general coldog form of figure 5.1. The
stream of set-point I/Q data flows to the adder and to mukelat the end of the chart.
The multiplexer allows only one of either of its inputs to hemut depending on its control
setting. If the DDS substitute enable is activated then thipud of the system is the stream
of set-point values. This would be allow the system to ogeaatany frequency within its

filtered range, without the compensator operating, i. endpep.
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bandpass filter, removes DC offset
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Field ;i:l fdbk_input 1-72 "
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set_Q ———————| pipelined set_wave
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dds_freq —— =
phase | |
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Figure 5.7. Set-point creation by DDS and Cordic.

If the DDS substitute enable is off than the set-point datadlto the adder where the
set-l is subtracted from cavity output I, during a singlec&laycle. The next clock cycle
set-Q would be subtracted from cavity output Q value. Tha ttaim the adder is the error

signal, e(s), on a point by point basis of | and Q.

5.5.2 Proportional Gain

The accuracy of the error may be reduced at this point (figu8ednd the value drops 4
bits in the ‘saturate to 10 bits’ block, to reduce the volurhdata flow. The assumption is
that error is not more than 10 bits accurate, and limits thepmnsation per cycle to that
degree of accuracy. Data is passed on to the ‘e2’ error ezgi$he next clock cycle the
‘e2’ value is loaded into another error register ‘e3’, and libadable Konstant Coefficient

Multiplier (KCM) block simultaneously. The effect in loadj the second error register
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Figure 5.8. Proportional gain.

allows for a delay so that both I and Q data pass through the K©kks and are summed
together before reaching the next latch, ‘e4’. In the loéel&IECM block, the error value is
multiplied by theK, rotated by the gain rotation value. The host processor edjhieK
value input from the GUI by the ‘Gain Rotation’ input to acobdor cable lengths. The
adjustedK,, is now labeledAp. The host loads the adjusted gains to the FPGA KCM for
fast multiplication of the error. The multiplied errors an@mmed and loaded into the ‘e4’
register. At this point the proportional aspect of the Plpla® complete, and the value in
the ‘e4’ register i1 (Ap) + Q(Ap)z 1). The general form at this stageKge(s). This value

flows to an adder and onto the integrator block.

5.5.3 Integrator

In the integrator block, shown in figure 5.9, the adjustedrevalues are multiplied by the
‘KCM MULZ’, which is the integral gain,% input value from the GUI. The ‘e6’ register
holds the data and sums it with a ‘feedforward pipe’, and$ahé ‘Integrate input register’.
For CW systems the feedforward value is 0. The feedforwardikak designed specifically

to deal with ongoing Lorentz forces developed with eachguofsa pulsed system, and is
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Figure 5.9. Integrater.

not used in our CW system.

The final set of registers are the integral stage where twetsg hold two consecutive
values. The integrate sum register holds the value of A (Ap) +Q(Ap)z 1) less the
previous two values. This holds a history of values and actat®s these values with the
new error data, outputting an integral form of data. Thise o the final adder, shown in

figure 5.10, filling the ‘feedback error out’ register priorlbading the DAC for output.

5.5.4 Compensated Output

dds_substitut

f(rjeb;_err_out» 80 MHz
o afterburner~ Output
-~ DAC

Figure 5.10. Final adder and output.
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The output value now has the form

A

(1(Ap) + Q(Ap)Z 1) - (1+ A+z?

) (5.12)

Factored out, the H(z) in polynomial form is

Z(Apl + AApl) + Z2(ApQ+ AANQ) + ZAgl +AxQ

(2+1)z (5.13)

What is evident of the transfer function of the PI loop is tphasition of the poles are
on the unit circle of the z-plane, which is the margin of dighi Therefore the gains are

determining the stability of the system.

5.6 Digital-Analog Converter Output

The final stage of the data flow passes through the ‘afterbusloek, prior to being recre-
ated as an analog signal by the DAC (Digital Analog Convérté&ior input signal cap-
ture, under-sampling was used to create a 10 MHz image of @helt3z cavity signal.
Under-sampling techniques enabled the retrieval of 1,Q.Qldata from the 10 MHz im-
age. Recreating the 50 MHz signal with 40 MHz worth of I/Q datslightly more difficult.
A 200 MHz DAC would enable 4 points plotted per cycle to cremfgoperly represented
50 MHz signal. High speed DAC are not yet readily availabhguiting a 10 MHz data flow
of I, Q, -I, and -Q values, onto a 40 MHz DAC will create imagéd.@ MHz, 30 MHz,
50 MHz, and 70 MHz. Each image would have a decrease in powé;.ofhe desired
50 MHz signal would be available, but after filtering the sibis weak.

The afterburner block adds additional interpolated pogtsveen the I, Q values. If

the points I, Q stream was of the order of points,

ai! ai+1l al+2
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a8 +ajt1
V2

Interpolating between each of the points above, using thad@a — builds a

stream of data exiting the ‘afterburner’ block in the form of

_&tan a1 A1ty aiio &2+ 343 aiia
\/Z ) +1 \/é y +2 \/é —, +4...

The DAC is also increased in speed to 80MSPs which is stilhiwiits limitations. The

&,

output is at double the original speed intended with douteatmount of data. The result
will be a higher frequency output from the DAC. The outputnfrthe DAC is a square
waveform whose amplitude depends on the incoming value.DA@ output of the con-
troller is represented in figure 5.11, which includes thgiosl output data and the inter-
polated points added by the ’afterburner’. The original pemsated I/Q values are marked

as square points, while the added points are marked as hexagbe 30 MHz signal is

Construction of 30MHz signal
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o
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Figure 5.11. DAC output with additional points from ‘afterber’.
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the dashed line on the plot along with the DAC output, but theedation is is not easily
understood from the DAC output. A square waveform can beesgmted as an infinite
sum of sine waves of varying frequencies. The Fourier coraptsnneeded to create the
square waveform is a Fourier series comprised of many sinesyavhere the most domi-
nant component is a 30 MHz waveform. In addition to the 30 Miggifiency component,
there are 50 MHz, 110 MHz, and 130 MHz components that deeri@astrength, but are
major contributors to the square waveform. A fast fouriansform of the square wave is
shown in figure 5.12, displaying the various components efwaveform. For the LLRF,
the 50MHz component is band-pass filtered to reveal a pedpcesentation and stronger

signal than would have occurred from the DAC output of thegd@IMHz I/Q stream [20].

FFT of constructed DAC output
250 ‘ ‘

200 b
150 7
100 b

50 b

permaralio \

0 50 100 150
Frequency MHz

Figure 5.12. Frequency spectrum of DAC output with addaigoints.

The 50 MHz component being one of the largest componentseofriyuency spec-
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trum, is band-passed filtered and up-converted with theraig55 MHz LO signal back

up to 805 MHz to drive the cavity.

5.7 Conclusion

The compensator in the form of a digital proportional intggr has been detailed and
followed step by step through a bit-wise flowchart. The consgor concept is simple, but
its implementation, and the transfer of information fronre HPGA to the host processor
is not trivial. Methods for creating signals from a DDS, arshgrating the ouput analog
signal are all implemented in the FPGA. A CORDIC routine isessary to shift set points,
ensuring the correct resonant frequency is synthesized. PTthoop compensates for the
error and the integrator holds a history of values ensutiegprroper output to the DAC.

The result is a point-by-point compensator adjusting thedR¥e signal to the cavity at a

frequency of 10 MHz. If disturbances are not outside the eavfgdetuning of the loaded

cavity, this method will be able to ensure that 300Hz distad®es or microphonics are

compensated for.
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CHAPTER 6

Analog Signal Preparation

6.1 Introduction

Signals have thus far been labeled as cavity output, caviig énd reference signal and
have been referred to as the 50 MHz version of these signdis. cavity under test for
this thesis operates at 805 MHz. To monitor and control thétycawe are concerned
with four signals which must exist at 805 MHz for cavity opéra. The cavity drive
signal is the compensated signal sent to the amplifier te dhig cavity. The cavity output
signal is measured by a weakly coupled pick-up probe in thigycand attenuated for our
measurements. The forward drive signal measures the atu@lnt of the drive signal
that is input to the cavity after the circulator, and the &fd signal is a measurement of
the signal that is reflected from the cavity input. Both thiéerted and forward signals are
measured with directional couplers, where the output imied from the original signal
and than attenuated for our measurements.

The SRF research group at NSCL have existing methods forurezasnt and control
of the cavity. To obtain proper input levels, some signaklewodification is required,
while not interfering with the SRF groups measurements.s Thiapter discusses the re-
quirements of the LLRF and the LLRF support chassis desidgoedppropriate signal

level distribution.
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6.2 Signal Level Requirements

The LLRF controller is housed in a chassis and contains gadligpard and its own analog
distribution. The digital board includes a StrongArm mmcessor, otherwise referred to
as the host processor, the FPGA, the ADCs as well as all tbaittyr supporting the digital
processing. Supplying the analog signals to the ADCs istlaéog distribution within the
LLRF chassis, where the signals are split, amplified anddiitdo ensure the levels are
matched at each ADC. It is assumed that a specific level ohkigmobtained and brought
to the LLRF chassis. A copy of the LLRF analog schematic isuthed in appendix B.
The LLRF chassis is designed to work for a specific frequencyafparticular group of
cavities. However, by changing band-pass filters to the@pjate frequency, the system
can be adapted to work for lower frequencies than 805 MHz.upiper limit of the existing
mixers limits increasing the operational frequency muabvalB805 MHz.

To obtain maximum control with the LLRF, certain input sigfevels are required.
Accuracy of amplitude and phase control is dependent ofabelution of the input levels.
The maximum allowable input signal will give the highestithgresolution. LLRF input
signals must pass through the LLRF chassis analog distibuTable 6.1 is a list of the
optimum input levels directly into the LLRF necessary toiagé the highest resolution.
These values were obtained from the component schematdatae from Berkeley (See
appendix B).

Signal levels that are too high will saturate the ADC and tfal input values causing
corrupted data. The LLRF IF signal can be within a range ofgroevels as PLLs are
capable of picking up a very weak signal and maintaining ehask.

The terminology of the inputs labeled on the LLRF are soméwbafusing, so we
refer to IF, which is the reference signal as the ‘LLRF IFe tO as the ‘LLRF LO’, and
the ‘LLRF Output’ which is the compensated cavity drive sign

The goal of the ‘LLRF support’ design is to achieve the sideatls listed in table 6.1.
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Table 6.1. LLRF Input signal labels and levels.

LLRF input/output Description Signal level requireg
IF Reference 50 MHz -33dBm to 3.5dBm
LO Local Oscillator 755 MHz 3dBm
FOR Forward Signal 805 MHz 10dBm
RFL Reflected Signal 805 MHz 8dBm
CAVITY Cavity Output 50 MHz 3.5dBm
OUTPUT LLRF Output 805 MHz varies

The expected signal levels from the cavity have been docteddyy the SRF group who
have previously conducted experiments with the prototygpaty, and are listed in table
6.2. The cavity output and LLRF IF inputs are 50 MHz signalkjcl have been down-
converted and filtered prior to the LLRF. The cavity drivensibgenerated within the LLRF
is 50 MHz and requires the LLRF LO input to up-convert the atitgignal to 805 MHz
for direct input to the amplifier. To maintain synchronipatibetween all the cavities in
the linac, the 50 MHz IF signal phase locks the ADC samplirggks in the LLRF. The
stability of the reference signal is crucial for the PLL tosare the clocks are all phase

locked.

Table 6.2. Anticipated output levels from cavity.

Signal Power level
Forward Power (FOR) 10dBm
Reflected Power (RFL) 10dBm

Cavity Power (CAV) |(upto| 10dBm
Cavity Drive (OUTPUT) 20dBm
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6.3 Reference Signal

Determining a reference system that is exceptionally pete@e across the linac to each
controller is crucial in the design of the system. A methodduat SNS requires the use
of a reference signal of the same frequency of the cavitidss fieference signal is in a
strictly controlled temperature, humidity, and pressumeirenment, to ensure no phase
drift occurs. This signal runs the length of the linac to tipprapriate group of similar

frequency cavities. At the location of the cavity pick-umpipe, the reference signal is
tapped and both the 805 MHz cavity output signal and the 80% k#ference signal run

together in parallel with the exact same cable lengths threif are down-converted by the
LO signal. The cables are low loss, heat treated heliax piregehed cables to ensure

there is no phase drift or additional attenuation in eitladale [23].

Digital LLRF
LLRF Analog

LO
Distribution LO
352.5 MHz
Cavity output &
Reference transgort Gallery |
I
Tunnel
. 402.5MHz
Cavity - @[RF 805 MHz Environmentally controlled }‘ ”C]

Distribution

Figure 6.1. Example of reference distribution from SNS.

Interestingly the LO signal can be somewhat noisy withostugiting the system, be-

cause the noise appears in “common-mode” to all mixers. imegdat the 805 MHz refer-
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ence signal had a phase@fand the LO had a pha$eof its own of plus some additional
unwanted phase af. Once the reference signal is mixed with the LO and filterd re-
sultis an IF that contains the unwanted narsat 50 MHz, as seen in equation (6.1). Then
that signal is phase locked to the LLRF clock controlling &12Cs. The cavity output is

clocked with the same phase of the reference including

IF = cogWgosvHzt + @) CO WrsamHA + 6+ O)

IFfiltered) = CO WsomH +@— 0 —0O) (6.1)

Referenc@ 805MHz
.
Local
755MHz
Oscillator @ |

LO
—>
IF Output Drive
L | ERR——
S0MHz 50MHz 805MHz
LLRF

Figure 6.2. Mixer downconversion and upconversion usingyneeference.

The output of the LLRF is a 50 MHz compensated signal that lees Iphase locked
to the LLRF IF signal by the DAC clock, and still carries witithe additional unwanted
phasec. The 50 MHz compensated output is than mixed with the 755 Méference
signal again and labeled as the drive signal in figure 6.2yevtiee noise is subtracted out

and the final output has only the original ph&sas seen in equation (6.2).
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RFprive) = COYWsomHt + @— 0 — 0) cogwrsaun + 0+ 0)

RFbrivefiltered) = co WaosmHzZ + @) (6.2)

Other methods are possible for generating a stable referggoal, such as using the
beam itself as the reference signal, in which case a simmiallog donwconversion is nec-
essary. In the design of the LLRF support, we took into actthat the reference signal
would be a fixed frequency such as the SNS model. The downrsioueof the reference

signal to 50 MHz for the LLRF occurs in the support chassis.

6.4 LLRF Support Chassis

A separate chassis is necessary to contain the analog sigfo@l prior to the LLRF. The
LLRF support chassis was designed to serve multiple pugpdsestly, a general location
is needed to contain the mixers for down-conversion of tgeads to 50 MHz. Secondly,
the support chassis includes test points for the cavity efetence signals at both 50 and
805 MHz. Finally, there was a desire to allow the SRF resetmam to use their existing
testing procedure totally independent of the LLRF. The MSRFSyroup designed and
built a prototype cavity at the NSCL. Their method of contn@s to move the resonant
frequency via FM modulation of the drive signal. The modolais the error signal from
the cavity input relative to the cavity output. This methsdnore in line with a self excited
driven system, whereas the LLRF operates strictly on a gémedriven loop. In order
to not complicate any testing on their behalf, it was impatrta leave the opportunity to
disconnect our LLRF support and situate our control modalametely out of the loop,
guaranteeing that no reflection or transmission of any $fgom our system could interfere

with their existing test stand. N-type connectors are atag for the SRF group to conduct
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tests while the LLRF controller operates. Alternativelydépendent signals are available

for their testing by simply changing three N-type connestor

6.4.1 Overall Implementation

The basic implementation of the support chassis can be brioke various groups of in-
put/output signals. Figure 6.3 is a representation of havstipport chassis fits into the

system and the following descriptions of the groups wilphelentify their purpose.

. The cavity, amplifier and associated signals.

LLRF signals.

Testpoints, 50 MHz and 805 MHz cavity and reference.
SRF monitor.

Reference input signals.

o g s w NP

Feedthrough panel.

The first group, ‘Cavity signals’ require an output drivingrgal compensated to keep
constant fields in the cavity. Inputs to the support chassisaward and reflected signals
as well as the cavity output signal. All connectors are Netygensure proper connection
especially with the higher power cables.

‘LLRF signals’ are all the input and output between the suppbassis and LLRF.
They include the LLRF LO, LLRF IF, LLRF cavity, LLRF forward,LRF reflected, and
LLRF output. Each has a specific frequency and an optimurakiguel, as discussed in
a previous section. All support feedthroughs are SMA while ELLRF has its own PkZ
connector.

The group ‘labeled testpoints’ are SMA outputs to verify twatrol of the cavity by
comparing the reference signal to the cavity output at b68WMHz and at 50 MHz. Ide-
ally, as a performance standard, this is where we can detertne accuracy of the LLRF

controller.
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The SRF group has methods of verifying cavity dynamics thatat of the scope of
the LLRF and this thesis. A set of signals are distributedSBF Monitor’ by N-type
connectors, immediately after entering the support cekasssupply an unaltered copy of
the cavity signals to the SRF group.

The intended location of the support chassis is in a rackdbatains the LLRF con-
troller and the cavity amplifier. Above the support chassis$ lve a feed-through panel
where the cables directly from the cavity will be connectél$ing the LLRF controller,
connectors from the feed-through to the support chasdig&ihstalled. To allow for com-
plete disassociation with the LLRF, the SRF group can olatauity signals directly from

the feed-through panel.

6.4.2 RF Design Techniques

A main consideration in the analog design was to isolate ireats as much as possible.
Directional couplers were used when signal levels allowetake advantage of the isola-
tion in the coupled port. Occasionally it was necessary togitters because the signal
levels were not high enough to undergo the attenuation afgheler, and still be effective.
High level mixers were necessary to maintain a relativelgreg intermediate frequency
that could be used without further amplification in pursugtgges. Mixers also have a
tendency to transmit and reflect harmonics of both the inpdtautput values. In order to
reduce the effects of the mixer dynamics, a pad or an attenisgpositioned both prior to
and after the mixer, in addition to the filters necessaryitoiehte sidebands and unwanted
multiples of the inputs.

For our test set-up we used signal generators to producetlm®05 MHz signal and
the 755 MHz LO signal. In order to achieve the appropriateemirput levels for the
LO we need a minimum 20dBm output from the signal generatar. KPP 8647A signal
generator has a maximum output of 13dBm. In consideringpialgealities of a reference

signal input, it was decided that an amplifier was necessarthe LO signal to achieve
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the necessary levels throughout the chassis. Of courseewlere is an amplifier, a power
supply is needed. A power switch, fuse and indicator ligktaso incorporated into the

design.

6.5 Schematic

The majority of the RF components were purchased from Miniuits. The frequency
range for each component was available including the arapli@nly the 50 MHz bandpass
filter did not meet requirements regarding roll-off. SIFBBF from Mini-Circuits, has
10dB attenuation at 11.5 and 200 MHz. The Mini-Circuit 50 MBRF was available and
reasonably priced. In pricing out low quantity BPF with hidiop off, the cost seemed
prohibitive, so we used the lower grade, wider bandwidtlerfitom Mini-Circuits. In
testing the LLRF, we did not see the affects of sidebands themixer output.

The 755 MHz LO signal is amplified with a Mini-Circuits ZHL-Zrglifier to obtain
the correct signal levels for the Mini-Circuits ZP-5H, [&€t& mixers. The high level mixer
is required to maintain some reasonable signal level fofdlh@ving stages. The 755 MHz
LO signal mixes with both the 805 MHz signal from the cavitgldhe 805 MHz reference.
The resulting 50MHz signals are split to the LLRF and testisofor verification. The
ZHL-2 amplifier has a gain of 17.2dB and a maximum output ofi2ZiBm.

Main points of the schematic are that all signals are sphiltaw the controller to func-

tion and allow some verification as well as allow for furthesting during cavity operation.

6.6 Conclusion

An analog support chassis has been built to house the dowaision and distribution of
the required signals for the LLRF controller while allowiather research members to an-

alyze output concurrently. N-type connectors also alloweotesearchers to completely
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eliminate the LLRF support and controller and use a fundaatigrdifferent control tech-
nique.

Testing with support chassis allowed us to verify the acouad the controller with the
new testpoints of reference and cavity output. We were aaged by the available data,

and did not observe additional noise factor attributed toding the support chassis.
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Figure 6.3. LLRF support chassis block diagram.
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CHAPTER 7

Link from PC to LLRF

7.1 Introduction

A sequence of events occur during the boot-up of the LLRF, lmicivfiles are loaded,
interfaces established, data input/output ports condeatd the system begins to operate.
There are three main computers involved to start and optir@lel RF controller at NSCL.
The system implemented at the NSCL is slightly more comfgtan that files necessary to
load the LLRF and the EPICS GUI application files are not ledain the same computer.
For a better understanding of information transfer and itle between the user and the
controller, this chapter describes the relevance of iddiai hardware systems and their

relation to the LLRF controller.

7.2 SUN Station

When the LLRF boots up, the on-board microprocessor loadsson of Linux from its
limited ROM and is directed to look for more files to continteeboot-up. At NSCL, these
source data files reside in a Sun Station for the LLRF. It Idadssource files via TFTP,
and the LLRF continues its boot up. The LLRF microprocessentbegins to operate as
an EPICS server.

At the NSCL, other EPICS files also reside on the Sun. The Satio8tis not dedicated
to the LLRF, and contains its own operating system provid@R3yCS files applications to

other parts of the lab. Files are simply loaded into the LLR#f the Sun Station. Once
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Figure 7.1. Relationship between hardware components.

boot-up is complete, there is no further interaction witmSu

7.3 EPICS

Experimental Physics Industrial Control Systems (EPIGSyitware, and applications that
enables the monitoring of data and adjustment of systemmypaeas in real time. Initially
designed at Los Alamos and Argon National Labs for use irelaggearch institutions, the
EPICS system is used in accelerators and astronomicalcedeailities around the world.

EPICS is capable of networking many computers to transéd+time data, and making
adjustments to any component throughout the system viar@h#&ccess (CA) network
protocols. There are many EPICS applications that arealailincorporating many types
of other possible hardware and interfaces such as Matlab.

Within EPICS, the data transfer is server and client basede@he LLRF is operating
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it acts as an EPICS server exchanging data from the FPGA ®Bthen the Linux Station.
EPICS sits in the middle overseeing all commands and momgaiata as a distributed data

exchange mechanism.

7.4 Linux

Our Linux system resides on a PC, which is referred to as thaxX.PC. It also is a non
dedicated computer which houses the LLRF EPICS user fileaetsdas a EPICS client to
the LLRF EPICS server. The Linux PC is where the EPICS interend GUI screens are
stored and manipulated. The EPICS GUIs can be written irouvarformats. The screen
shots for the LLRF controller are in EDL format and storedhie Linux PC. From the EDL
GUIs, EPICS channels may be read or set. The EDL screenscatedband are accessible
from the Linux PC or any remote computer linked over Ethecoginection.

The alternate method of set-up is to have all the source ardbd LLRF in the Linux
PC thereby eliminating the need for the Sun Station. Whesyttuject was first established
at the NSCL, some Linux applications had not been instalfethe Linux PC, such as the

TFTP transfer protocol. This made the present set-up thelsesnto establish.

7.5 StrongArm

A StrongArm microprocessor (MP) works in tandem with the PP Gften referred to as
the host computer, the StrongArm operates at 200 MHz, anidic@multiple inout/output
pins including an ethernet port. The MP is able to load filesnfian ethernet connection,
and transfer data back and forth to the FPGA, via a 16 bit divas. The combination
allows the FPGA to perform its high throughput without laaglit up with heavy archi-
tecture. The MP provides support in both supplying C codetians to the FPGA and

handling data transfer to and from the FPGA.
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Figure 7.2. Example EDL screenshot.

7.6 Field Programable Gate Array

The Field Programable Gate Array (FPGA), is a programmeid ldeyice with many thou-
sands of logic gates. Its high throughput provides realtilasurements and controls dig-
ital control loop in the LLRF controller. It suffers one largrawback. The FPGA is coded
in verilog, of which few programmers at NSCL are familiar, kimay it difficult to decipher

manipulate or troubleshoot through code.



CHAPTER 8

Data verification

8.1 Introduction

The LLRF controller GUI displays the cavity output signatlasthe measure of the degree
of control occurring during normal operation. Our goal itmfirm that the LLRF GUI
data correlates with what is truly occurring in the cavityhid chapter contains several
experimental results to verify the controllers performanc

The LLRF controllers function is to compensate for distundxs perturbing the cavity.
Identifying the controllers performance and compensabiagdwidth is needed to ensure
it meets with RIA specifications. A research group at NSCL determined that phase
regulation of better than.5°, and amplitude regulation better than 0.5%, is required to
meet the performance needs of the overall linac [3]. Theracgwf the cavity will be set
and adjusted for during calibration of beam operation, batdontroller must be able to
regulate at least up to the values specified.

In order to test the LLRF controller, equipment accurateugihoto measure voltage
levels near the noise floor is necessary, because a regokatig has a very small phase
error. Equipment used for testing included a Vector Netwbnalyzer (VNA), a Vector
\Volt Meter (VVM) model HP 8508A, and a Stanford Research m&iR844 Lock-in-
Amplifier (LIA). The VNA functioned well in some circumstaas and not well in others
due to the complexity of the signal distribution. The VVM wased to verify output as
long as the signal strength was large enough to lock on to.r@$aution of the VVM is

0.1° with an accuracy of-3° from the specifications. A Lock-in-Amplifier was used as an
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alternative to the VVM, which is capable of locking onto a Emminimum signal strength.
The LIA accuracy specified to be0.25dB in magnitude, and with an absolute phase error
of less than 5°. Absolute normalized amplitude accuracy relative to th&®ELset-points

is limited to 5.7%. The resolution of the data is displaye@.@ldB and @2° [22]. Finally,

the DC intermediate frequency of a level 17 mixer was useatopare the reference and
cavity output signals at the same frequency. An amplifiedfdteded version of the mixer
output was analyzed on a digital oscilloscope.

In each test, the reference signal was compared to the caviput signal. Testpoints
on the front of the support chassis enabled easy accesshaigmal. Signals were occa-
sionally retrieved interior of the chassis, prior to the @glasonnections to ensure no loss of
signal in the connectors. The SRF N-type connections werealailable to take simulta-
neous measurements.

In general the test set-up appeared as in figure 8.1 and theorents are listed in table
8.1.

Table 8.1. List of components used in test.

Component Manufacturer, Model number
Signal Generators HP 8647A
Amplifier Mini-Circuits ZFL-1000H
Isolater UTE CT-1057-OT
Bi-directional

Coupler Mini-Circuits | ZFBDC20-900HP

The first set of tests are a simple demonstration of the cltertrgperation by a ‘bead
pull’. The second set of tests are a more detailed analydiseo€ontrollers performance
to correct phase error measured from a perturbed multieoglper cavity. The third set
of tests are a comparison of the amplitude output relativéhéoset-points. The GUI,

VNA and LIA amplitude outputs are plotted together illusing the consistency between
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Figure 8.1. Test set-up for support chassis.

measurements.

8.2 Bead Pull

Initial operation of the LLRF controller included a beadigast on a single cell copper
cavity. A metallic bead pulled through the cavity causesstudbance on the electric fields
inside the cavity, perturbating the cavity resonant freqyeand linearly represented by
a phase change. This demonstrates the LLRF controllersyatoilcompensate for low

frequency perturbations to the cavity.

The LLRF was calibrated prior to the bead pull, as describbettheé Appendix A. A
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metal bead on a fishing line was suspended through the cdritex oavity and mechani-
cally passed from one end to the other with a constant spdedVVM is used to monitor

the phase difference between the reference signal and\vitg catput.

Uncontrolled bead pull

_70 T T

Phase
(degrees)

0 10 20 30 40 50
time (s)

Figure 8.2. 151° phase disturbance from an uncontrolled bead pull.

The single-cell copper cavity has®k = 15000, and has a resonant frequency of 808.02
MHz. During an ‘uncontrolled bead-pull’, a phase change @1 was measured when
the bead passes through the geometric center of the cawityte LLRF controller not
regulating the signal, as seen in figure 8.2. The phase nexhslurring the ‘controlled
beam pull’, with the LLRF regulating the cavity input signsishown in figure 8.3. The
regulated cavity has a relative phase error of approximaxér”°.

These plots demonstrate the simple case of a single cellvaitmpensated drive signal

and the resulting controlled phase. Qualitatively, theydbcontain information about the
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Figure 8.3. 012° phase disturbance from a controlled bead pull.

bandwidth or accuracy of the controller. For this we movemthe multicell cavity tests

using various methods of measurements.

8.3 Performance of Phase Compensation

A five cell copper cavity was set up with the LLRF controllerrtm in a simulated envi-
ronment. The cavity output and reference signals from tippeu chassis are compared
to determine the phase error of the cavity. Measurements ta&en with the controller
operating in the regulated and unregulated modes as wdl] anid without a disturbance
applied to the cavity. The goal of these tests was to veriyirtg methods of the phase
error and verify the performance of the LLRF in maintainirgpe stability.

The five cell copper cavity has@, of 11700, and operates at 805.740 MHz with a
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bandwidth of 69 kHz. The large bandwidth allows the LLRF texgte over a larger range.
There are limitations to LLRF compensation outside the tgavandwidth. A speaker
mounted on the frame supporting the cavity is the sourcertdigg@tions. A separate signal
generator and amplifier induces any frequency through thaksg. It was determined by a
frequency sweep, that the cavity develops its strongeshamecal perturbation at 40Hz.
The phase change occurring in the cavity is measured by aimgphe cavity output
signal relative to the reference signal, and plotted wipeet to time. The swing from
maximum phase offset, to minimum phase offset is referremstthe phase error. Figure
8.4 has a measured phase change of alh@ftover a period of time, so the phase error is

approximately 18.

Uncontrolled cavity, LIA calibration

0.6 \

Volts

.8
-0.05 0 0.05
time(s)

Figure 8.4. Cavity phase measurement with Lock-in-Amplifiel8.

While three different measurements were taken, two measnts are referenced to
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each other for calibration. The first measurement is diydodim the LLRF GUI, which is
a measurement of the phase error from the EPICS data, anfilieeceto as the ‘EPICS
reading’. The ‘EPICS reading’ is real-time, averaged datectly from the FPGA dis-
played on the LLRF GUI. The phase error is determined fronptek-to-peak values of
the GUI screen shots.

A second measurement was obtained from the 50 MHz suppa@sishastpoints, with
the Stanford Research SR844 Lock-in Amplifier (LIA). Thetisgis for the LIA were ad-
justed to output the phase relative to the reference. The B2 Mference signal was the
reference input of the LIA, while the 50 MHz cavity outputiséd was connected to chan-
nel A of the LIA. The LIA analog output was the measured phasar @f the cavity, and
was measured on a digital scope.

The third measurement is the 805 MHz cavity and referenagatsgrom the support
chassis testpoints. Both the cavity output and 805 MHz esefe signal were mixed to-
gether via a level 17 mixer, creating an IF that is the phasar @f the cavity. The IF
was sent through a homemade audio amplifier, filtered andureshsn the digital oscil-
loscope, where the captured data was later recreated ittt study. We refer to this
mixer output as the “805 mixer error”. The amplification aritéfing of the error signal
allows for more accurate measurements of the regulatecgphas

The homemade audio set-up is a simple circuit containing & N@071AP op-amp
with variable amplification and a passive low pass filter vaittorner frequency of 100 Hz.
The circuit is housed in a box and is easily connected with BNnectors. The variable
gain introduces a problem in that the gain is not truly knokmmethod of calibrating the
amplified gain is necessary to use the mixer output as a mezasut of phase error at low
levels.

To determine the amplifier gain, a second signal such as tAeetrior signal or the
EPICS reading was used for comparison. By comparing a knoaouat of phase error,

to ‘the 805 mixer’ voltage, a ratio o?%e can be determined. This calibration factor is
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a linear representation of the amplifier gain and is used terohéne the phase error for
future 805 mixer error’ measurements.

The LIA has a range of10 \olts; hence the full-scale reading of 3&pans 20 \Volts.
The peak-to-peak value of 1.012Volts measured from the ddtrolled cavity LIA' test of
figure 8.4 is a direct measurement of the phase error andesieal 8216°. By compari-
son, EPICS peak-to-peak value is approximatelyl &8confirming the LIAs relative phase
error values.

Meanwhile, the ‘805 mixer error’ is amplified, filtered in thememade audio circuit,
and measured with a digital oscilloscope. This ‘805 mixegasurement, seen in figure 8.5,
is taken simultaneously with the previous 50 MHz LIA phasasuwement 1216°. Com-
paring the two measurements enables for calibration of @#e\8Hz ‘mixer error’ signal.

In this case, the calibration results in the ratio§#ﬁ. A higher relative accuracy of the
phase error can be determined from the '805 mixer error’ omeasents since the signal is
amplified and filtered to clear the noise floor.

Continued measurements from the LIA and ‘805 mixer erra@’wsed to compare phase
errors ensuring correct calibration of the amplifier gainilthe LIA can no longer find
or lock to the signal. In which case the ‘805 mixer error’ wok used and compared
solely to the EPICS readings. Once the values have beemataliband verified with other
measurements, the mixer becomes the better testing tool.

To this point all measurements have been utilizing unrdgdleavity operation. Under
the identical setup and with the same disturbance appledreggulated cavity response
measured by the mixer output weg, ) = 15.2mV, and can be seen in figure 8.6. The
phase error is then

3.462

0.0152/ x = 0.0526’

The LLRF controller demonstrates its performance by cdimgpthe disturbance from

18216 to 0.0526'. The phase error at this level cannot be measured bel@®26 pri-
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Uncontrolled cavity, mixer calibrated at 18

Volts

0.05

Figure 8.5. '805 mixer error’ measurement at285°.

marily due to noise in the system.
Results of the phase error when no disturbance is appliecepudated cavity are shown

in figure 8.7. The peak-to-peak value of the ‘805 mixer eroartput is 0.013V. Using the

calibration obtained earlier, we calculate the phase &hlfe

0.013V x g =0.045

of phase error. In comparing the measured phase error olutated cavity with a distur-
bance (00526’) and without a disturbance (5), the controller maintains approximately

the same phase to within@L° over a varied level of disturbances.
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Figure 8.6. Controlled cavity mixer error measurement.66@6.

8.3.1 Noise Floor

To determine how much noise is in the electronics, the cavag replaced with a 10dB
attenuator. Vibrating disturbances will have no effect loa attenuator, ensuring all other
noise issues originate from the cabling and RF componentsporated into the support
chassis.

Tests were performed in the same manner as previously ded¢mvith the attenuator
to determine the phase noise of the system. The phase meesuseare shown in figures
8.8 and 8.9. Note that with the controller running, the preaser is reduced from.Q198
to 0.658, for a difference of M54°. As only the attenuator is in-line, the measured differ-
ence between the regulated attenuator and the unregutééedator must be noise within
the set-up. The set-up noise o688 was regulated in the second test, and can be at-

tributed to cables, amplifier, circulator, bi-directioralupler, and is referred to as ‘interior
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Controlled cavity, no disturbance
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Figure 8.7. Controlled cavity with no disturbance resgjtin 0.045° error.

electronics’. The remainder noise level must be the noise 8bthe system as measured.
We can conclude that the system has a inherent measuredex@tef 0054 regardless
of the configuration.

In order to conduct the tests with the attenuator rather theuavity, the controller pa-
rameters had to be changed. Replacing components or cahipseequires re-calibrating
GUI parameters to obtain the best gain vs stable operatiath@ controller parameter
levels may not match levels in previous tests, the resutlsig may vary slightly. Addi-
tionally the attenuator output signal levels to the suppbéssis were not identical to the
cavity output signal levels. Although every effort is madamatch signal levels for each
test, mismatched signal level would also vary output. lbisthis reason that results vary
for tests that require different components. We are not@béehieve consistent results as

low as the controlled cavity in figure 8.7. Although theresexivariability in the test re-
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Figure 8.8. Phase error of uncontrolled attenuator equaid98 .

Table 8.2. Measured noise of the attenuator.

Vip-p) Calculated
805 mixer error| Phase error EPICS
Attenuator V) ©®) )
Controlled 0.0156 0.05401 0.06
Uncontrolled 0.0346 0.11978 | 0.102
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Figure 8.9. Phase error of controlled Attenuator equat@0oe4 .

sults, the level of measured accuracy is withi@2 which is better than the requirements
demanded.

The independent testing of output with alternate equipmestperformed to ensure the
LLRF GUI output is correct. The LIA used, has an accuracyllewenly 2.5°, therefore
we can only base these measurements relative to the resobitihe test equipment. The
comparison of the calculated '805 mixer error’ phase erreetative to the EPICS GUI
readings are listed in table 8.3. Variance between measumtsmvas better than@4°,
which is within RIA specifications. The results indicate argma of error exists for low-
level phase measurements below the noise floor. The noisedid05° means we are
limited in our measurements, and that the controllers aoyucannot be measured below
0.05°. The relative phase measurement based on resolutionvestatEPICS are within

0.064. The EPICS levels indicate a better level of performancedhanot be absolutely
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ascertained.

Table 8.3. All phase errors, measured vs calculated.

V(p-p) 805 | Calculated EPICS

Applied mixer error’ | Phase error EPICS| vs.

Disturbance V) ) ) mixer
Uncontrolled

Yes cavity 1.012 18.210 18.18 | 0.03
Controlled

Yes cavity 0.0152 0.0506 0.023 | 0.028
Uncontrolled

No cavity 0.0618 0.2139 0.15 | 0.064
Controlled

No cavity 0.013 0.0450 0.016 | 0.035

8.4 Amplitude performance

Analysis of amplitude performance is achieved by measuhiegower output of the cav-
ity with three pieces of equipment, the vector network aralylock-in amplifier, and the
on-board EPICS readings. Our concern is not the accuradyeafavity output by a nomi-
nal value, but rather the output relative to the set-poiaeech cavity may have a degree of
offset, which will be reset during calibration of the beanmeTbeam operator will calibrate
any offset in the performance of the beam by resetting theR_pRrameters as necessary.
Once the beam is operational with proper cavity calibratjonis necessary that the con-
troller regulates the cavity to with the specified degreecoii@acy.

Amplitude performance tests were performed in a similarmeano phase error test-
ing. A Vector Network Analyzer (VNA), HP8714C, was includéd amplitude testing.
The VNA is an accurate tool to measure cavity transmissiahrafiection signals. The

VNA accuracy is 0.03dB for peak to peak magnitude measurtsweimich is normalized
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Figure 8.10. Amplitude measurements vs. set-point, umot&d and no disturbance.

to 0.35% in amplitude relative to the LLRF set-points. Thag#accuracy for the VNA is
0.2° for phase measurements. Its display resolution is as lowGdsiB/div in magnitude,
and Q1°/div for phase measurements [21]. Unfortunately, it mustdenected as a sig-
nal source to obtain transmission measurements. VNA fessuch as ‘frequency sweep’
are problematic when the reference signal is downconvéeotéice LLRF IF signal in the
support chassis. The sweep would consequently affect tiRFUE. Any change on this
reference signal has detrimental effects on the overalirabnlit is absolutely necessary
that the reference signal is stable and without jitter ferlthRF controller to operate prop-
erly. This is an inherent problem for testing the system whthVNA but would not be an
issue in normal operation. Avoiding the additional funotbty, the VNA was used as a
signal source for amplitude testing.

Testing amplitude performance comprised of incrementieg3Ul amplitude set-point
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Figure 8.11. Amplitude measurements vs. set-point, umothed with a disturbance.

by specific values and measuring the amplitude of the cautyud. The output measured
was normalized for comparison to the set-point values. reg8.10, 8.11, and 8.12 are
the different measurements where VNA, LIA and EPICS outpmsplotted against the
set-points.

In figures 8.10 and 8.11, the controller was unregulated améreely. Unregulated, the
cavity output amplitude is adjustable but not controlldderefore, the relation to the set-
point is not of concern. Of relevance is that all three meas@nts are in tight formation.
With the exception of very low amplitude readings which emdepercent deviation values,
the VNA readings are within 1.97% of the EPICS reading and_thevalues within 2.6%
deviation from the EPICS readings (see table 8.5) for eaehnatipon. If we consider only
the regulated case, the largest percent deviation, frorBEHES values, was 0.8% for the

VNA, and 0.74% for the LIA.
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Figure 8.12. Amplitude measurements vs. set-point, catrevith a disturbance.

Consider the calculated percent deviation of the measuresmelative to the set points
in table 8.4. Prior to the output saturating the amplifiers,see the percent deviation from
the set-point value less than the required 0.5% for all nmeasents. The values indicate
that the EPICS GUI values are within a 0.5% margins of thesetts.

Amplitude values start to drop away from the set points wheraimplitude is set above
the limits of the controller. When amplitudes are beyondtiier limits, amplifiers are
saturated and no longer respond linearly. This railed etfecurs during unregulated op-
eration as well, because signals are sent through the salugaystem but not controlled
by the digital PI loop.

Our main concern is whether the controller GUI output repmnés true output, so that
we can rely on the LLRF GUI for performance during operati@nly during regulated

operation will the output be relative to the set-points, vettbe response should be within
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0.5% of the set-point value. In the regulated amplitude canmspn plot of figure 8.12,
there is a one-to-one ratio of the set-points to the measaleds, until the controller limit
is reached. The deviation from the set-points for each nreasent is listed in table 8.4.

As in the phase measurements, independent verificationtptibdata using alternate
pieces of equipment have been performed to ensure LLRF Gilisiavithin specification
ranges. Each measurement has its own level of accuracy thstbe accounted for and
our measurements are limited to those accuracies. The measots at these levels can
only be relative to the resolution of the test equipment asteasurements are below the
specified accuracy of the equipment. Table 8.4 shows thati@vifrom EPICS for each
reading. As long as those readings are within RIA speciboatiwe can claim EPICS is
outputting real data to within RIA specifications.

Measurements of the amplitude noise were not taken as eaasuneenent has its own

noise floor determined by the resolution and accuracy of igeepof equipment.
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Table 8.4. Percent deviation of amplitude from set-point.

% Deviation
Set-point| EPICS| VNA | LIA
0
0.05 0.3 361 2.1
0.1 1.20 | 0.002| 0.57
0.15 0.033 | 0.138| 0.711
0.2 0.063 | 0.890| 0.124
0.25 0.060 | 0.791| 0.562
0.3 0 0.649| 0.489
0.35 0.057 | 0.132| 0.477
0.4 0.05 | 0.180| 0.475
0.45 0.022 | 0.110| 0.281
0.46 0 0.031| 0.406
0.47 0.04 | 0.033| 0.369
0.48 0.033 | 0.023]| 0.401
0.49 0.01 | 0.346| .391
0.50 0.01 | 0.374| 0.340
0.55 0.05 | 0.464| 0.430
0.60 6.08 | 6.47 | 6.60
0.65 11.92 | 11.54| 12.28
0.7 18.21 | 18.59| 18.08
0.75 23.67 | 24.02| 23.54
0.8 28.42 | 28.77| 28.31
0.85 32.64 | 32.96| 32.53
0.9 36.38 | 36.68| 36.28
0.95 39.73 | 40.01| 39.63
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Table 8.5. Percent deviation of measured values to EPICS.

% Deviation of measured values vs. EPICS

Unregulated Unregulated Regulated
No Disturbance Disturbance Disturbance

VNA LIA VNA | LIA VNA | LIA

0.05 0.242 | 0.357 5.398| 1.183 3.322| 1.864

0.1 0.741 | 0.197 2.760| 0.952 1.217| 0.632

0.15 1.033 | 0.084 1.547| 3.655 1.171] 0.744

0.20 1.070 | 0.121 1971 1.439 0.818| 0.061

0.25 1.062 | 0.026 0.570| 0.155 0.731| 0.502

0.30 0.773 | 0.0357| | 0.417| 2.583 0.649| 0.489

0.35] | 0.4593| 0.233 0.773| 0.761 0.189| 0.420

0.40 0.196 | 0.092 1.185| 2.282 0.230| 0.425

0.45 0.111 | 0.062 0.547| 0.779 0.133]| 0.259

0.46 0.013 | 0.159 1.033| 0.038 0.031| 0.406

0.47 0.038 | 0.096 1.291| 0.117 0.311| 0.093

0.48 0.075| 0.191 0.356| 0.982 0.565| 0.369

0.49 1.326 | 1.383 0.072| 1.0144| | 0.336| 0.381

0.50 0.508 | 0.278 1.233| 0.733 0.364| 0.330

0.55 1.011 | 0.326 0.130| 0.164 0.410| 0.376

0.60 1.461 | 0.320 0.208| 0.642 0.414| 0.552

0.65 1.810 | 0.4444| | 0.018| 2.041 0.431| 0.410

0.70 0.191| 0.131 0.467| 0.165
0.75 0.508| 1.077 0.467| 0.165
0.80 0.283| 1.629 0.467| 0.165
0.85 0.625| 0.527 0.467| 0.165
0.90 1.070| 1.310 0.467| 0.165
0.95 0.696| 1.902 0.467| 0.165
1.00 0.609| 0.957 0.467| 0.165

105



Table 8.6. Percent deviation of amplitude from set-point.

[2)

Averaged % Deviation from Epic
Condition VNA LIA
Unregulated no disturbange0.702 0.259
Unregulated disturbance| 0.667 1.139
Regulated disturbance | 0.409 0.387

106



8.5 Conclusions

The level of performance of the LLRF controller is beyonditheasurement level of avail-
able equipment at the lab. Various types of measurementg gsparate pieces of equip-
ment were used to correlate the data and confirm that theagisgloutput is with design
parameters.

By comparing output data with various other pieces of egeipiywe can see the gen-
eral correlation between EPICS, the VNA, the LIA, and theenidata. The consistent
deviation in VNA measurements correlates the EPICS dat&hagives confidence that
the EPICS values are real output from the cavity. This retetnip indicates that the out-
put is correct relative to the set-point values, and theecfidsbetween measured values is
indicative of the accuracy of the GUI EPICS readings. We nayetate the data based
on the resolution of the various methods of testing, yet ¢iméyaccuracy of each piece of
equipment is the limiting factor in determining the accyratthe EPICS data.

From the resolution of each piece of equipment, the relatosracy of the data is at
worst Q064 in phase and the relative accuracy of the EPICS data is att Wof4% in
amplitude. The resolution of the equipment is not the truieieacy of the measurements.

The accuracy of the measurements is limited to the accurfaaoh piece of equipment.
Accuracy level limitations of the equipment are normalize8.7% for the LIA, and 0.35%
for the VNA for amplitude measurements. The values are nlizethfor comparison to
the dimensionless values of the set-points from zero to deing the VNA measurements
for the regulated disturbance in table 8.5, we can claimtt@EPICS output is accurate
to within 0.649% for the dimensionless amplitude set-goatiove 0.3. The accuracy of
the phase measurements is limited t6°2therefore the best claim we can make is that the

phase readings are better thah®2and amplitude readings better than 0.649%.
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CHAPTER 9

Conclusion and Future Work

A low-level RF controller designed to compensate cavitydBah the presence of pertur-
bations has been presented to help the user understandiitsdhg operation. This thesis
is meant to be a guide for future use of the LLRF controllettlé.idocumentation supplied
with the controller required reverse engineering the sgsteunderstand its operation.

The controller is a digital Pl controller that can adjust opant-by-point basis the
driving signal to a cavity for beam acceleration. Methodsdu® obtain compensation are
analog downconversion of system frequency to 50 MHz, analaligital conversion, digi-
tal processing, recreating the analog signal, and upcsioreto system frequency. Digital
conversion of the input signals are digitally demodulated | and Q values. Working with
I/Q values facilitates the use of digital registers and bopa FPGA environment which
has high throughput and low latency. Recreating the outgniasis also performed in a
unique method ensuring little sideband frequencies andegpsable power level.

Additional functionality of the controller resides in somkits complexity in the form
of a direct digital synthesizer which can operate the LLRFaagand alone frequency
generator and scope at the cavity frequency with a bandwidd5kHz.

The accuracy of the LLRF is beyond the accuracy of the indépeinequipment used
to verify the LLRF output data. The best possible accuracytdst equipment was.2
in phase and 35% in amplitude. Our measurements were better than theamycaf the
test unit but we can only claim that the LLRF is accurate tchimi2.5°. The amplitude
measurement relative to the EPICS data were within 0.6498¢eathe dimensionless set-

point value of 03. We can claim the confidence level of the LLRF output dataitki

108



0.65%

It was determined using the display resolution of the eqeipinthat the relative accu-
racy was better than.064° in phase and amplitude 0.649%, when the set-point was above
the dimensionless value of3) The EPICS output, which is the measurement that will be

used during normal operation, was within the these relaoeriracies.

9.1 Future Work

Further testing of the LLRF needs to be performed on SRF \cawitere narrow cavity
bandwidths limit the range of control of the LLRF. A limitechaunt of testing did occur on
the NSCL RIA prototype cavity, but the resonant frequencgttlated beyond the abilities
of the LLRF controller. It is necessary to eliminate or regltice disturbances to a level
that are near or within the bandwidth of the system.

A system has been developed and tested at the NSCL calledivael&eed Forward
[8]. Using an algorithm with Matlab and a DSpace DSP board ARC controller is de-
signed to cancel out disturbances with piezo-electricadotu Testing has shown tremen-
dous promise for its implementation.

Testing is has been performed with both controllers workmgonjunction with each
other on the multi-cell copper cavity. The bandwidth of tie@ger cavity is wide enough
so that the LLRF can easily control all disturbances. The A&Bftroller was also capable
of controlling the disturbance. The important result of thgt with both controllers oper-
ating simultaneously was that they did not conflict with onetaer. This is a promising
combination of control and requires further testing on affr SRvity.

Additional future work would be to add a Matlab applicatianthe EPICS program-
ming. This would allow user operation of the DDS function loé t_.LRF so as to sweep
the unregulated cavity and determine its resonant frequéerite additional functionality

would simplify and reduce some of equipment necessary $intgg
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APPENDIX A

User Manual

The LLRF controller is a device to compensate cavity driveignals in the presence of
low level disturbances in a cavity. The accompanying thpsisides information in the
operation of the controller. This is intended for a user wgamiliar with setup procedures
and microwave circuitry components.

This controller was originally designed for a different jeid that operates under dif-
ferent parameters and has different requirements. SNSussagsystem and relies more
on the decay of the wave form to determine frequency dispiace. The cavity output
waveform is monitored during the ramp-up, peak of the pudsel during the decay of
each pulse. There are a number of parameter adjustmengpihigtto SNS, that have no
bearing to the RIA continuous wave (CW) environment.

Controlling the LLRF is performed over the EPICS GUI, whishhe interface between
the controller and the user. EPICS provides realtime aaii@ist and monitoring of system
levels. The GUI are edl extensions that can be navigated amipulated.

A description of all the parameters is followed by a methodadibrating the controller
for each individual case. Once calibrated the system carebapsfor stability. Then
the user has the ability to adjust phase and amplitude whileitaring the system. The
GUI displays the power of cavity output, forward and refldcsggnals, which are scaled

depending on the signal strengths from the system. Fingtly by step instructions are
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outlined for calibrating and operating the system in secAd4, followed by a description
of some additional functionality and a means to modifying @1JI windows for individual

preferences.

A.1 Hardware and Software

Component that came with this particular chassis.
e Power cable,
e Serial cable for direct connection to LLRF by a unix based goter.
e Software for installation on a unix based, or sun station mater.

Software must be loaded onto an available computer to hbedaux source code for
the LLRF host processor. These are loaded up each time th€ id Booted. At NSCL we
currently have a system established as an EPICS server vghidsed to hold the LLRF

source code.

e Sun Sparkstations running Solaris 8.

e Our main system is epicssun.nscl.msu.edu, IP:35.9.57.201

A Linux computer is needed for holding the EPICS windows ddkfifor the LLRF.
The source files for the LLRF, and the edl files may be housedhersame machine. A
cd with all the necessary files for downloading is availabid & included as part of the
package. At NSCL the source code was loaded on the Sun statidrthe LLRF EPICS
files were loaded into the Linux PC.

When the LLRF boots up, it targets the Sun and loads all thairgéng files. The LLRF
becomes an EPICS server looking for Channels anywhere italtheThe Linux PC that

houses the edl EPICS screens responds to exchange dataPT®@ &/stem is a protocol
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network allowing various computer to access Channels tnenétwork. There is no direct
link from the Linux PC to the LLRF.

We are able to view the edl EPICS windows by connecting to thexPC remotely. In
order to see the edl screens on a remote PC, one must haveatidréas of the Linux PC
and xwin-32 installed. An xwin-32 session needs to be opefietw the EPICS windows

on a PC. The Xwin-32 configuration parameters are.

e Session Name: LLRF

Host Name: elec8.nscl.msu.edu

Login: epics.

Command: setenv DISPLAY $MYIP:$DNUM;/home/epics/ruflir

Password is available upon request

A shortcut can be established for easy opening of files. At N&Cscript has been
written to install the xwin-32 session as a shortcut. In thé the link,
\ \baltic\develop setup misc\LLRFXWin32Setup.exe, will create a shortcut icon on the
desktop to access the EPICS windows immediately. Once gtemyis loaded and EPICS
files are saved to a computer, the xwin-32 session can lod&RHieS window applications.
A history of the boot up is held in memory and can be obtainatbtely by the address
http://35.9.57.225/var/log/bootleg.txt

A.2 Connection and set-up

Once the software is loaded and running, the LLRF is readpperation. In this section

we discuss all the connections and what purpose they serve.
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A.2.1 Connection on rear

The rear of the chassis has multiple ports, which include,
e Ethernet port
e RJ-45 connector for serial port connection
e Limo connection
e Weidmuller (p/n: 172863) interlock connector

The ethernet connection allows communication from the LURBt processor with the
outside world. The LLRF loads source files upon boot-up, arges EPICS channels
remotely. The FPGA can be reprogrammed directly over there#t connection via a jtag
connection on the host processor. A 100Mb/s is requireddonection speed.

A serial cable can be connected directly to the LLRF instefadsing the ethernet
connection. If the host computer is a windows PC, a ‘terrmtesession with com1 or
com2 depending on the port connected to will be able to conwatewith the LLRF. In
order to see the edl window, it is necessary to use the LinuxoP@e serial connection.
On the Linux PC, open a ‘minicom’ session to communicate WithLLRF. To view the
edl screens from the Linux PC, the command ‘./runLLRF’, witlen up the GUI screens.

The trigger is meant to pulse a beam for a specified duty fadoring the positive
cycle of a duty factor, the LLRF outputs RF drive signal to thgity. For RIA and our test
purposes, we are using a CW drive signal, so the Limo connegboesently fed a constant
five Volts from the power supply inside the LLRF, with someezk@l connectors.

There is also a safety interlock connection. The interlagka is passed through an
opto-coupler regulator, and two logic gates prior to sujmgya TTL switch with a high
signal, to turn on the output signal to the cavity. If for soreason the system needs to
shut down, the lack of signal for this interlock will absalyt prevent any output to the

cavity. The LLRF output is dependent on the interlock switdinis would typically be
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used in conjunction with all other safety interlocks. Thieseds a positive five volts to
operate the LLRF. The GUI has a display across the uppersidgatof the ‘main’ window
that indicates either ‘ready’ or ‘fault’, of the interlockagus. For testing purposes we have
9 volt battery connected to the Weidmuller connector supglyhe 5 volts. A LED output

from the connector externally indicates the status of tiséesy as well.

A.2.2 Front panel

The front panel of the LLRF has a series of LEDs, indicating status of the controller.
The condition of the LEDs is dependent on the booting prooé#ise LLRF. As the host
processor boots and connects to the Sun to load files, a séfms LEDs lights up . The
final LED flashes with a period of five seconds given everythaagled correctly. If there
was an error in the boot-up process the last LED flashes widriagpof 0.7 seconds.

Three SMA testpoints are available at 50 MHz and may be usegehdfication of
forward, reflected, and cavity signals.

A pKz (part number 26-1080-1201) connection housing is Usedhe cables from
the cavity or the support chassis. These include the LLRHA.@; Forward, Reflected,
Cavity output and the cavity drive signals. The connectoesasailable from "The Phoenix
Company” in Chicago. Cables are low attenuations and sHmeilpproximately the same
length to the support chassis. The cables used in the presteiptare rg-223. These where
used to connect the pKz connections.

General set up for system may be set up as per figure 6.3 inestapt

A.3 Explain all parameters on GUI

If the software has been successfully installed, clickingree LLRF shortcut will load up
the ‘main’ LLRF EPICS GUI. The main window is the operatiomahdow that allows

for adjustment of phase and amplitude as well as a monitoodigput levels, and status
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indicators.
The upper right corner has buttons labeled ‘Extra’, whichrapa second window with

calibration settings, and ‘More’. The more button opens aured other possible windows.
e Main

Extra

e 3-D

Config Reg

Calibrate

Phase plots

The Main and Extra windows are the most used during operafiba following section

outlines all the functions on each window.

A.3.1 Main

The main screen is where calibration of the controller iSqrared as well as operational
settings. In the upper right corner are buttons to otheooptiscreens. On the lower right
corner there is a button labeled ‘pulse’ or ‘cw’, indicatifig mode in use. In cw operation
this button is used temporarily in ‘pulse’ mode during cadiiion and then switched to ‘cw’
during normal operation.

The pulse is used for calibration to see the decay of a sigmhldetermine its the
location of stability which depends on the gain settings.th&t very bottom right corner
are ‘MPS and HPS Status’ which are specific to SNS and not used bperation. There

are other blocks of displays that are described in furth&ilde
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Error Block

Just right of the waveform plots are a list of potential esrdrhe display is an accumulation
of errors as they occur with the exception of the cycle couhictvis the accumulated

number of all compensated values.
1. Error Bits A complete count of the all the errors as they arise.

2. Cycle Count This is general count of each set of data compensated thritiegbon-

troller.

3. PLL The phase lock loop error reading. This accumulates if teegyloses phase lock
with the reference signal. This can be confirmed with theldispumber 1 on the
lower left of the ‘extra’ screen. That group is the measurade of the ADC signal
level for the reference signal. Number 1 is the level of thé Riput, if this is out
of range than the PLL error will accumulate. If teh referesigmal is too high and

saturates the ADC, the D-overflow will accumulate.

4. Hand Error Accumulates if there are data transfer problems betweehdbktand the
FPGA. This can be fixed by reducing the acquisition rate, Wwigione by increas-
ing both ‘IR_time’ and ‘idle_time’, on the ‘extra’ screen. Maximized these two slide

switches establishes an acquisition rate of 24Hz, whichréaaonable rate for test-
ing.

5. Sync Errors Accumulates if there are synchronization problems betvieeinost pro-

cessor and the FPGA.
6. No sync A constant accumulation would indicate a break in the linkieen processors.

7. Skip Trigger If in pulsed mode the trigger does not occur, an error coutitaecumu-

late.

8. No 40MHz Accumulate if the 40 MHz clock is not working.
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9. Overflows If any of the ADC values are saturated the count begins. AR@d signal
levels where, A is forward power, B is reflected power, C isdaeity output, and D

is the reference signal IF.

Graph Block

The most prominent feature of this screen is the waveformise displayed waveform
legend is to the right of the graph. Waveforms are of | and Qeshs they are read by the
ADCs.

Just below the waveforms is a section of slide switches ¢éab&braph’. There are
two input values for controlling the waveform plot. The upgéde-switch controls the
amount of the waveform one would wish to see. The x-axis imitswf mircro-seconds,
by increasing the amount of the visible waveform one wouldlie to see the decay time
of the pulse. In cw operation the waveform are straight lines

The lower slide switch is a delay in the waveform plot. In palsnode a delay would
be necessary to see the ramp up of the signal when triggetseltwido graph controls in

conjunction allow the user to focus on a section of the pulaesfiorm.

Control Block

Directly below the ‘graph’ control is the control block wiednitial calibration of the gains
are set and the final amplitude and phase settings are inpuplithde setting are dimen-
sionless values between zero and one. Because the outpapidied, the values can be
scaled according to the amplification, on the ‘calibrateesa. Phase is set to degrees and
is relative to the desired phase. There is a method to reatdiphase to zero on the ‘extra’
screen to reset the zero phase set-point to zero, compemé$aticables and components
phase offset.

The last three settings are part of the calibration of therodiar, where Gain is th&p,

and ‘Int Scale’ is th&; compensation gains. The ‘Gain Rot’ setting is the phas¢iootto
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compensate for the phase offset in cables and microwaveaoenps. When adjusting this
value there are two points that appear to be stable acrogSthaange. One is negative
feedback and the other is positive feedback. The negate@bieck position will be the

controller setting, as the positive feedback will destabithe system.

Monitor Block

The display on the lower left corner of the main screen shebatput levels displayed in
power, voltage and degrees. The output values are deper#dre scaling factor provided
in the calibration window. Functions that are not operaibthe NSCL version are ‘Delta

Freq’, ‘bandwidth’, ‘plate voltage’ and ‘Tuner Readback’.

A.3.2 Extra

The extra screen contains parameters that are set duriegltheation of the controller but
are not necessary to adjust during normal operation. Tleesa@ontains graphs, monitored
values and slides switch settings. The Upper plot is basatiefeed-forward design of
SNS and corresponds to the Feed-forward block. The cw syisterot designed to use
feedforward information. The lower plot is strictly the d@snwoutput signal.

The phase reference block has the phase zero calibrate boitteset the phase reading
to zero and allow for easier tuning of phase. There are anga@iand phase adjustment
slide switches available here as, which control the sampaets in the ‘main’ window.

Below the ‘Phase reference’ is a set of timing scales adigstcquisition data for wave-
forms. The plotting of waveforms is more informative in théged system and requires
some display tuning to see the decay of the wave. In SNS theydsche waveform is
used to determine the frequency offset to control the meachhkiuners for slow tuning. In

the cw system the decay does not occur and most of these gararenot used.

1. IR Time Inhibit retrigger. Combined with the Idle time, control taequisition rate for

waveform plots, or refresh rate. Handshake errors maytrigeui the host computer
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processing some data. Increasing both IR and Idle timeg&mhtbe acquisition rates
2. Idle Time Allows for some down time prior to uploading next value foofping.

3. Warm Time Sets a delay prior to pulse before plotting. During calilorathis should
be set to 600.

4. FF Time Adjusts the display when feed-forward data is applied.
5. FB Time Adjust the display when feedback is applied.

6. Decay Time Adjusts the display time of the waveform decay. Only funasiagf mode

settings are to display decay.

In the lower right corner are the displays for the mechameator controller which
controls frequency drifts and slow tuning of the system.sTikiparticular to SNS and not
presently used at NSCL. Although the screens have not bedifietbfor NSCL, it is clear
that if further modification of the controller occurs, theRE EPICS interface can be used

to set and monitor additional features.

ADC Level Monitor Block

In the lower left hand side of the window are a list of 16 digelé monitor levels. The
majority of the display windows are unused. In the first catushthe display, one through
eight have values displayed. The second column has no \@ikg@ayed and are SNS ADC

values and are not relevant to NSCL.

1 Phase Lock Loop, this is the level of the LLRF IF signal inte aLL ADC. The dis-
played value is scaled from 0 - 3.3 Volts. A reading over 1goied. The PLL has an
ability to lock onto a weak signal. Testing revealed thatraout IF level of -33dBm
was the low threshold and 5dBm was the upper limit of the Pldutnsee table A.1.
The high limit saturates the ADC and the phase lock is lostclvban be seen with

an accumulation of D overflow in the error display.
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Table A.1. ADC signal level response to IF input levels.

IF input level | ADC level (mV) | Comment
-33dBm 4 Too low
-32dBm 1790 Good

l Good
5dBm 1800 Too high

2 LO power levels. Mixers within the LLRF use the LO signal faput, if the LO signal
is low then the mixer response will also be reduced. To dinedavity the LLRF
compensated signal is upconverted to the 805 MHz. A redu€edelsults in lower
signal to the cavity, and weaker signal from the cavity otigmd therefore lower

resolution of LLRF signals.

Levels should be around 2V, a much improved cavity outputaigvas observed
when the LO input level was above 1V. See table A.2 for the AB&l response to

various LO levels.

Table A.2. ADC signal level response to LO input levels.

LO input level | ADC level (mV)
-10dBm 800
-6dBm 1040
-4dBm 1200
-2dBm 1410
0dBm 1610
1dBm 1800
2dBm 1920
3dBm 2000
4dBm 2075
5dBm 2130

3 Unused.

4 Unused.
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5 Unused.
6 Unused.

7 15 \Volt Power supply. Scaled from 0 - 4.95V. Scaled by 0.24d@®rmine real output
. . : 13.719
from power supply divide by scale factor. Example; our ragdif 3.719V is557 =

15.496V.

8 Cavity output level. Also scaled to five volts. Higher valuedicate stronger cavity

output, which may be reduced by the digital attenuator.

Status and Mode Block

Just right of the signal level measurement, in middle botvdthe window are five reading
of importance. The top is the temperature reading of theaigoard. In pulsed mode
it typically runs approximately at 50 while in cw it runs closer to 80 This should be
monitored once the chassis is mounted into a rack. Addit,eatilation may be required.

The ‘status’ is a hexadecimal reading of the status of thérabber.

The ‘mode set’ is an input which is a primary critical settiofythe controller. The
mode establishes the operating settings of the controlet6 bit register for the mode
determines multiple functions as listed in table A.3.

A default mode is set and needs to changed for use in cw. Moddgawe been operat-
ing are listed in table A.4

In order to achieve output in CW the ‘ignaRF_off’ and ‘self-re-trigger’ bits had to
set. In addition five volts had to be supplied to the triggetrenback panel.

There may be different configurations of the mcsia that would be appropriate for cw
use. Not all configurations have been tested.

The ‘Out Atten’ is also an input for the digital attenuatohi§enables the cavity output

signal level to be controlled digitally. It is set during timétial calibration of the controller.
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Table A.3. Mode register setting.

Default
0

Description

Raw DDS select
Totalizer channel
DDS pass-thru (cw)

CW._request

RF kill

Integrate select
Feedback select
Trace select[1]

Trace select[0]

Halt

Self re-trigger

Ignore RF off

PFRPOFRPPFPORORFRPREFRLROOOO
)
I—‘OOOOOOI—‘OI—‘I—‘OOOOO:;

|_\

continuous Feedforwargd

unused
unused
Trace Select

6B7 687
1719 | 1671

Hexadecimal
Decimal

Table A.4. Mode settings.

Mode Hexadecimal Decimal
CW-unregulated 36B7 14007
Normal regulated DD$ 16B7 5815
Normal regulated 6B7 1719
Pulsed unregulated 86B7 34487
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The very bottom input is the ‘DDS Freq’ where an range of 62% kihy be used to
alter the resonant frequency of the cavity. A value of 0 - 32y be entered where the

entered value is multiplied by 19.07 Hz. A value of 1 shifts trequency by 19.07 Hz.

This is a plot of the values viewed parallel with the x-axidtté main waveform plots. In

cw mode this gives you an idea of how the 1/Q values literadiate around in phase.




A.3.3 Config Reg

This window is not for inputting but viewing the state of th@de register. It may help in

determining what mode may be most appropriate.

Calibrate

This window is where you set level of cavity signals to schkedisplayed values correctly.

The ‘Control’ block is the same amplitude and phase consdha main window. Ad-
justing the values here changes the amplitude and phasesvelwevery window. The
‘monitor’ block is also identical as the main window.

Right of the Monitor block are settings for Forward and Re#dcpower, you enter
the amount of kW that full-scale represents. The mean sdualelie of the waveforms
is scaled according to that value. Cavity signal is the nurob&olts (kV) that full-scale
represents. The mean value of the waveform is scaled aogpt@ihat value.

In each case, only a subset of the waveform is averaged, sogafsed system one
would only want the average during the flat top of the pulsettir®@ethe AvgStart and
AvgDuration settings adjusts the amount of the waveformwmaild be averaged. In CW,

we should set the window to start at 0 and have length 256 ttheesntire waveform.

A.3.4 Phase plots

These are plots of the amplitude and phase in magnitude agrdete not I/Q values. The
points are from the Field Amplitude, and Field Phase outpahaels also displayed on the

main window.

A.4 Start and calibration

Set up equipment as described in figure 6.3. Turn on signasgport chassis and power

up the support chassis, and finally power up the LLRF.
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Start the GUI by opening the shortcut created with Xwin-32.

The first screen to appear should be the ‘main’ window. Entheeupper right hand
corner has ‘ready’ written in red. This means the interloakes set. If a ‘fault’ appears,
the interlock is not powered, and in the test set-up the tyatteay need replacing. Set
amplitude and ‘int scale’ to slightly above zero. Adjustrgto zero.

Go to the ‘extra’ screen. Set Warm time to 600.

We need to determine the level of digital attenuation to\&&t.will adjust the attenua-
tion to achieve highest power output while not compromigingarity. In the Feedforward
block set the mode to 3 which is a triangular input. Maximize amplitude and adjust the
phase to see a straight line along the x-axis and a steppeéd, ¢arthe lower plot. Man-
ually change the level of digital attenuation, increasing amplitude of the curve while
maintaining step formation in the curve. If the curve becemmaind, step down the atten-
uation. There is a point where little gain is added with adddl attenuation, while still
maintaining step formation in the curve.

Too much power in the output channel will be visible by trapdal shape in the curve
and phase rotation between | and Q not 0f.90

We can approximate the level of amplification on the mainrsg#t this point. Looking
at the Forward power on the main window, adjust the phaseatd thh Q is horizontal. The
amplitude of the other forward variable can be divided by $uahle of 32000, to approxi-
mate the limit of amplitude.

For example the forward power measurement is 20000.

20000

5000~ 0625 (A.1)

An amplitude setting of 0.625, will be the limit before sattiing the components.
In Feedforward block reset mode to 0, and turn the amplituayendto 75% - 80% of

the amplitude just calculated. In this case 0.47.
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Set the gain to 0.5 and int scale approximately half way, dad ® adjust the ‘gain
rot’. As you scroll across the system should appear unstaBtea point right on the
edge of unstability should be a point where | and Q lines fbthaee signal are critically
damped. Itis possible for forward and reflected signals we lsame transient, as the cavity
charges. The cavity signal should be critically damped.r&lage two point that meet this
description, one is positive feed back and the other negdg¢iedback, which would be
apparent by adjusting the amplitude setting and obserViagdésponse of the system. In
positive feedback at a stable point, an increase in amglititl lose stability. In negative
feed back, the system response would an linear increasewarpuring an increase in
amplitude.

A means of approximating the ‘int scale’ is also possiblalfg the decay time which
is indicative of the frequency offset, or noise bandwidftthe waveform against the system
bandwidth The decay time of the output signal can be appratdchby the time from time
of critical damping in the main waveform plot. The time scelén microseconds. For
example; a measured time of 60 microseconds of the wavefread on the copper cavity

which has a known bandwidth of 67 kHz. The signal bandwidth is

1

= 60x 106

= 16.6kHz (A.2)

Now scale the ratio of signal bandwidth to the system banthwid

16. .
g x 3276Dits = 8150 (A.3)

Set the int scale level to approximately 8150.

Once this gain rot is found, manipulate the gain and int ssetiiings to achieve the best
stability for highest gain. the system should be ready toletg now.

Press the pulse/cw button to the right and the waveformschdhge to straight lines.

Adjusting the amplitude should have a linear response mgesf power output until the
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components are saturated. This may not be clear in cw mode pulsed mode the system
is clearly unstable after the amplitude limit is reached.
Phase change will be visible through the rotation of the 1@raround the x-axis. See

the 3-D plots.

A.5 Additional Controls

The DDS function is a direct digital synthesizer, or frequyegenerator. It may be set to
offset known parameter offsets, such as in the case of naonalucting cavities. a normal
conducting cavity is not super cooled, but water cooled. &8qy is delivered to the cavity
it begins to warm up due to resistive losses in the metal. Asdimperature rises, the shape
of the cavity increases with thermal expansion. The DDS edlus follow the resonant
frequency of the cavity, to within the system bandwidth aradmain control of the cavity

fields.

A.6 Viewgraphs

The plots on the main page are the | and Q values for the forwaflcted and cavity
signal. The data running on the FPGA is 1/Q form and is preskint the same manner
because of the rate at which the FPGA can process registgsvalConverting to phase
and amplitude is performed on the host processer in C codpeltates at a slower speed
relative to the high throughput of the FPGA. On a personall|etis difficult to understand
the effect of the control looking at specifically the | and QadaA separate window called
‘Phase plots’ was created to present the amplitude and mfidlse output based on the C
code processed data shown on the main window display. Thetsegpoe more intuitive in

describing the system performance.
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A.7 Manipulating EDL

Edl screens are based on a Linux environment and requiressthef three button mouse.
Clicking the middle button anywhere on the edl window willeopup a drop down menu
with several options. Click ‘edit’ to be able to manipulate GUI. In edit mode it possible
to double left click on any display box, and obtain inforroatconcerning the data source
and the display parameters. Changing sources or addingsla&y intuitive once the
parameters values are known.

It is possible to create a new window and build relative infation for a particular
need. Create changes to a window and ‘Save as’ a new nameheigal extension to save
the window on the Linux PC.

Once completed, again click the center button to open thp down menu, if a par-
ticular display has been selected for editing, it must beétkcted’, then click on execute
to activate the window and regain control of the window. Theghtude and phase plots
are created with the same data that is provided on the ‘marees, only plotted against
time. Time in this case is the number of bits holding data,cliié 256 or less. The Epics
Channel variable name ‘p$aveCavAmpTime’ was the chanredsacvariable needed to

plot the amplitude.
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APPENDIX B

LLRF Schematic

129



LINY3d SN et}

< T
_ ol
LINY3d [} ' _l _r
_ .
Sdd 09 _

ojeb gw |

il E

Y.

)ooI8|
01607 paJiM preH

ﬁ vodd

e

AG+| i
ovq wold
A ﬁzoo aps'e

apez-

A
e
o
I
P
[

[
|
|
1ndino _
!
I
|
I

A _Sm%n.nﬂ,n YOl' ASL HPSZ = O ez VRI-€-01-508-daIN m; A0 &
B é :eoev.._.u_N 8 m m VOd4 0} 1a66uL vod101 wou e nus
b B o smielg Yool
‘Now —_—— = - ¥ m
1ndll
4100, [ ]
NOW € | arz-
ELYEREN ml I o
A
_ _ 1
|
ZHI 0°08 |
434 3SVHd - | e e e — o —— ———— —— —_—— —
{ apsz- I Avuma g .= |
| VH-C-6-05-dE 2015042 | I Qavod NIVIN r . a0 |
t > | |
1 . vz T wapy- > | LT j Ut ||
I 005 E z-01-9042 | | poum pieH | |
ALAVD - _ | % v [ sossav | _ “
I apsz- | O e e |
_ Vae-5-05-da | N _
_ > s
1L e nno |
e | |
apz- L | I
| vacorsos-aan - Wa-£-5-05-dEN @z |
| VA-EOps0vdEN o134z |
24N 508 esemen | |
QUYMNOA
apsz- i |
VYrE-5-05-dai I _
| | |
| I | _d
| wgp 2z
5, > |
| ape
| VZe' ASL 8POZ =9 T |
| wgpsz+
i _ ZHAOOO0L-THZ wap 1z |
. | | wayshs” ZHIN 508

llllllll e — - ——— A — £0/1E/} 'SASTZHING08AY T

Figure B.1. LLRF schematic.
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