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STUDY OF THE 9Li(d,p)10Li REACTION

A bstract

by

Peter Angelo Santi

The s tru c tu re  of the particle unbound nucleus. 10Li, was investigated in a  kine­

m atically com plete experiment using the 9L i(d,p)10Li reaction in inverse kinematics 

a t an incident 9Li energy of 20 M eV/A. The experiment utilized the S800 Spec­

trograph a t  the National Superconducting Cyclotron Laboratory to measure the 

outgoing 9Li from the breakup of 10Li in coincidence with the recoiling protons from 

the (d.p) reaction which were measured using a series of silicon detectors. Based 

on the m easured kinematics of the recoiling protons from the 9Li(d.p) reaction, a 

lower lim it to  the mass of 10Li was m easured a t A  =  33.098 ±  0.08 MeV which is 

consistent w ith previous measurements.

A com plete reconstruction of the breakup of 10 Li was performed based on the 

measured properties of the outgoing 9Li nucleus, the recoiling proton, and the in­

cident 9Li beam . This reconstruction m ade it possible to isolate the  s tructu re  of 

10Li associated writh a ground s ta te  9Li core from structure associated w ith a 9Li 

core in its first excited state. The observed ratio  of 9Li* core events to  the total 

num ber of I0Li events that were detected in the experiment was 0.098 ±  0.04 at 

forward center of mass angles (2.7° to 9.5°), and 0.244 ± 0 .0 4  a t more backward 

center of m ass angles (11° to 26°). This ability to  identify 10Li events associated 

with a 9 Li ground s ta te  core allowed for a  relatively background free measurem ent 

of the low-lying structure of I0Li. The best fit to  the Q-value spectra for 10Li events
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w ith a 9Li ground s ta te  core yielded a sta te  located a t Q =  -2.58(11) MeV which 

corresponds to a neutron separation energy S n =  -0.35(11) MeV. Due to the  poor 

Q-value resolution th a t was observed in this experim ent, however, the existence of 

an additional low-lying s ta te  a t  Q >  -2.43 MeV (S n > —0.2 MeV) could not be ruled 

out. The angular d istribution  of th is structure was m easured and compared with 

coupled reaction channel (CRC) calculations for an s-wave and a p-wave s ta te . The 

comparison between the d a ta  and theory was inconclusive, however, in determ ining 

the nature of the observed struc tu re  in 10Li.
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CH A PTER 1

INTRODUCTION

Since its discovery by Rutherford in 1911 [1]. the study  of the atomic nucleus has 

advanced considerably over the past century. A vast num ber of stable and radioac­

tive nuclides have been studied and cataloged, allowing for a  general understanding 

of the basic properties of the nucleus as well as how these properties vary as a func­

tion of the neutron and proton number. While much is known about the nucleus, 

m any questions still remain in term s of the behavior of the  nucleus as it is pushed 

to  the  extreme limits of stability. It is not clear, for example, if the properties 

th a t are observed in stable nuclei remain the same for those nuclei which are barely 

bound against particle decay. It is also unclear how much the current models of the 

nucleus th a t were developed to describe the properties of stable nuclei will need to  

be adjusted for nuclei which are weakly bound. It is these questions, among m any 

others, which need to be addressed in order to  enhance our understanding of the 

atom ic nucleus.

Until recently, the study of th e  nucleus was limited to  those nuclei near the val­

ley of stability due in part to  the  fact that the m ajority  of the beams and targets 

available for use in experim ents consisted of nuclei which were either stable or had 

extremely long lifetimes. This restriction in the incident beam limited the ability 

of earlier experiments to produce nuclei which were far from stability. W ith  the 

development of radioactive ion beams (RIB), nuclei which exist far from stability
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could now be produced by various experim ental techniques and studied system at­

ically. The subsequent expansion in the range of nuclei which are accessible as a 

result of the development and usage of RIBs has led to the discovery' of new and 

exotic properties of the nucleus. One of the  more interesting discoveries th a t has 

occurred through the use of RIBs is the existence of a "neutron halo" in weakly 

bound nuclei near the neutron drip line, where neutron rich nuclei reach the limit 

of particle stability. This neutron halo consists of one or more neutrons th a t exist 

a t rather large distances away from the center of the nucleus, which is evident as an 

extended tail in the neutron density d istribution [2]. As a result of th is tail in the 

neutron density distribution, halo nuclei have a  more diffuse surface region as well 

as a larger radius than  is observed for m ost nuclei. The increased size of the  halo 

nucleus relative to  o ther nuclei generally increases the probability of the halo nucleus 

interacting w ith other nuclei as is evident by large interaction cross sections [3].

Figure 1.1 shows the location of the various neutron halo nuclei th a t  have been 

discovered relative to  the valley of stability  in the chart of the nuclides. The m ost 

common type of halo nucleus th a t has been discovered to date is the two neutron 

halo nucleus such as 11 Li, 6He and 14Be. T he two neutron halo nuclei th a t  have 

been discovered to  date, with the exception of 12Be. exhibit the unique property  of 

being stable against particle decay while the nucleus with one less neu tron  is particle 

unstable. This implies th a t removing one neu tron  from a two neutron halo nucleus 

produces a  particle unstable nucleus, which results in the halo nucleus breaking ap art 

into a core nucleus plus two neutrons. Since neither of the two body subsystem s in 

these two neutron halo nuclei are bound against particle decay, the forces which keep 

these nuclei bound m ust be due to the three body interaction of the  core nucleus plus 

the two individual neutrons. Hence the s tructu re  of these nuclei is best described 

by a three body system  and they are often referred to  as “Borromean" nuclei, due
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Figure 1.1. C hart of the nuclides in the region of p ro ton  numbers from Z =  1 
(Hydrogen) to Z =  6 (Carbon) showing the location of the  various types of neutron 
halo nuclei.

to the similarity of their structure  with the Borrom ean rings which consist of three 

interlocking circles [4]. (An example of such a com parison can be seen in Figure 1.2 

where the Borromean rings are superimposed onto a  schem atic diagram of the three 

body structure of the  Borromean nucleus 11 Li.) Because of this unique structure, 

Borromean nuclei exhibit properties which have no t been observed before in the  

nucleus.

In order to properly model and understand Borrom ean nuclei, it is necessary' 

to determine w hat th e  struc tu re  of the two body subsystem s is within the nucleus. 

While the structure of the neutron +  neutron system  is relatively well understood, 

the structure of the core 4- neutron subsystem is qu ite  uncertain  for m ost of these

3
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Figure 1.2. Schematic diagram of the Borromean nucleus n Li.

Borromean nuclei. In the case of 11 Li, which has been the most studied halo nucleus 

to date, the s tudy  of the core 4- neutron subsystem involves a  determ ination of 

the structure  of the unbound nucleus, 10Li [4], One m ajor question which exists 

concerning the  s tructu re  of l0Li is the location, spin and parity  of the ground state  

configuration. Previous studies on the structure of 10Li have produced varying 

results and do not provide a clear picture of the structure of 10 Li. This is illustrated 

in Table 1.1 in which the results of the previous studies of 10 Li are listed in terms 

of the reaction used in the experiment, the energies and widths of the states th a t 

were observed as well as the assignment of the s ta te  in the structure of 10Li. Of 

particular in terest is the possible presence of a  low-lying s-wave sta te  th a t was first 

observed by Kryger, e t al. [5] who investigated the neutron decay of 10 Li from the 

fragm entation of lsO and observed a s ta te  which decays by very low energy neutron 

emission. O ther groups have also observed a  similar state which decays w ith low 

energy neutron emission [6, 7, 8, 9]. The presence of a  low-lying s-wave s ta te  in 10Li

4
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Table 1.1. Summation of the previous studies of the structure of I0Li

i Reactioni —Sn (MeV) T (MeV) State Ref.
,JBe(9Be.8B)10Li 0.80(25) 1.2(3) ground state [11]

[12]n B ( - - ,p ) 10Li 0.15(15) <0.4 ground state
lsO +  natC fragm entation <0.15 ground state [5]

n B(7Li.8B )10Li <0.10 <0.23 ground state  (s[/2) [7]
0.54(6) 0.36(2) excited sta te  (p i/2)

11 Li +  C stripping <0.05 ground sta te  (sl/2) [8]
10Be(12C ,l2N )10Li 0.24(6) (Pi/2 ) [13]
9Be(13C ,12N )10Li 0.53(6) 0.30(8) [13]
Breakup of 11 Li 0.21(5)

0.62(10)
0 .1 2 i° ‘°

0.6(1)
[9]

18 0  +  9 Be fragm entation <0.05 ground state [G]
9Be(9Be.8B )10Li 0.50(6) 0.40(6) (Pl/2 ) [14]

has im portant theoretical consequences in the modeling and understanding of 11 Li 

as has been dem onstrated in the work of Thompson, et al. [10] among others.

In order to clarify the ambiguity surrounding the structure of 10 Li in term s of 

the states th a t are present in 10Li. as well as to identify the spins and parities of the 

states, a study of the s tructure of l0Li was performed via the 9Li(d,p)10Li reaction. It 

is the results of this s tudy  which are presented in this work. This thesis is organized 

into the following chapters. In Chapter 2, the principles of nuclear physics which 

are relevant to this work will be discussed together w ith various aspects of halo 

nuclei, specifically the two neutron halo nucleus, 11 Li, and how it is related to the 

study of the unbound nucleus 10Li. In Chapter 3, the experim ental m ethod will 

be presented, and a  discussion of the experimental technique used to produce and 

study the unbound nucleus 10Li will be given. In C hapter 4. a systematic analysis 

of the experimental technique will be presented, along w ith the analysis of the l0Li 

data. In C hapter 5, the results of the d a ta  will be interpreted and compared with 

other recent experiments.

5
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C H A P T E R  2

TH EO RETICA L BACKGROUND

2.1 Binding Energy

T he binding energy of a nucleus is defined as the mass difference between a 

nucleus AX ,  and the mass of the protons Z , and neutrons !V. which make up the 

nucleus:

B  = [Zmp N m n — (m ( AX ) — Z m e)]c2 (2-1)

where m p, m n . and m e are the masses of the proton, neutron and electron, respec­

tively. and c is the  speed of light [15]. As is evident from this definition, the  binding 

energy of the  nucleus results from a  conversion of a  portion of the m ass of the  con­

s titu en t nucleons into energy. This conversion of mass into energy is a result of the 

in teraction between the  individual nucleons w ithin the nucleus. T his in teraction  is 

governed by the  strong force which is an  a ttrac tive  force between two nucleons when 

they are separated  by approximately 2 - 3  fm, bu t turns repulsive if the  two nucle­

ons come w ithin 0.8 fm of one ano ther [15]. Because the nucleon-nucleon force is 

a ttrac tiv e  for only a  short range of distances, any particular nucleon w ithin a  given 

nucleus is only bound to  those nucleons which are nearest to it. Hence, nucleons 

which exist on the surface of a  nucleus are in general less bound to  th e  nucleus than  

those nucleons in the interior of the nucleus since the surface nucleons have fewer 

neighbors w ith which to  interact. A related quantity  to the binding energy of the 

nucleus is the  separation energy for th e  removal of a neutron or p ro ton  from the

6
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nucleus in question. The neu tron  separation energy S n for the nucleus X  is defined

as:

Sn =  [m(A~lX )  + m n -  m (AX ) \ c 2 (2.2)

A small neutron separation  energy indicates th a t the last neutron is weakly bound 

to the nucleus whereas a  large neutron separation energy indicates th a t the last 

neutron  is more tightly  bound to  the nucleus.

In addition to  its influence on the binding of the nucleus, the nucleon-nucleon 

interaction also strongly affects the density of nuclear m a tte r  w ithin the nucleus. 

Because the nucleon-nucleon interaction turns repulsive when two nucleons are sep­

ara ted  by less than  1 fin or so, an average separation is m aintained between the 

nucleons within the nucleus. This implies th a t the density  of nuclear m atter re­

m ains relatively constant w ithin the interior of the nucleus regardless of the number 

of nucleons th a t are in th e  system . Since adding nucleons to  the surface of a nucleus 

subsequently decreases the  binding energy of the nucleus, the most tightly bound 

nuclei would be those which have a  minimal am ount of surface area relative to their 

volume. Hence, the m ost tigh tly  bound nuclei are spherically symmetric since the 

ratio  of the surface area to  volume for these nuclei are minimized [16].

Stable nuclei are found in  a narrow  region of proton and  neutron numbers known 

as the valley of stab ility  where, for light nuclei (A < 40), the num ber of neutrons 

is roughly equal to  the num ber of protons within the nucleus. Nuclei which deviate 

from this ratio of neutrons to  protons that is seen in the  valley of stability  have 

decay lifetimes due to the  fact th a t (3 decay now becomes energetically favorable 

in order to increase the stab ility  of the nucleus. If the ratio  of neutrons to  protons 

deviates further from th e  ratios seen in the stable nuclei of th a t mass region, then 

particle emission becomes possible for the nucleus to  decay towards a more bound 

configuration [16]. In th e  case of the Li isotopes, for instance, the addition of two

7
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neutrons to the stable nucleus 7Li leads to the formation of the particle stable 

nucleus 9Li. Adding one more neutron to 9Li leads to the unbound nucleus l0Li 

which im m ediately decays upon form ation via neutron emission back to 9Li. Since 

an additional neutron cannot be added to  9Li to form a particle stable nucleus. 9Li 

is considered to  exist a t the neutron drip line, since a neutron added to 9Li would 

just drip  off and not form a bound system. This would seem to  indicate th a t 9Li is 

near the  lim it of stability for the neutron rich Li isotopes.

W hile the addition of one neutron to 9 Li does not produce a particle stable 

nucleus, the addition of two neutrons to 9Li does yield the particle stable nucleus 

11 Li. The fact th a t 11 Li exists as a particle stable nucleus indicates the presence of 

certain properties and characteristics w ithin 11 Li th a t are unique relative to those 

properties seen in nuclei near the  valley of stability. One obvious characteristic 

th a t is different from stable nuclei is the presence of the neutron halo in 11 Li. The 

basic principle behind the existence of a  halo can be understood through the use 

of a potential model to describe the interaction between the core nucleus and the 

neutrons in the halo [3]. If the separation energy for the outer one or two neutrons 

in a nucleus is less than  1 MeV, the probability of their existence a t large distances 

relative to  the center of the nucleus increases dramatically. Assuming the potential 

between the core nucleus and a loosely bound neutron to  be spherically symmetric, 

given by W (r), the radial wave function is determined by the eigenvalue equation:

+  +  1 V (r ) ) 0  =  E,p (2-3) 

where h  is P lanck’s constant divided by 2w, n is the reduced mass of the system.

I is the angular momentum of the  state , and E  is the energy of the state. Setting 

tl'(r) =  u { r ) / r  so as to  eliminate first-order derivatives, we get the modified radial

8
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wave equation:

— h2 cPu(r) 
2 n  d r 2

ff-,2
+

h % l +  1)
+  W (r ) u(r)  =  Eu(r)  (2.4)

L M r 2)

The simplest interaction between the neutron and the core nucleus can be rep­

resented by a square well potential of the form:

W (r)  =

where R is the w idth of the  potential from the center of the nucleus. If we c onsider 

R to  correspond to  the radius of the core nucleus, then  the behavior of th e  wave 

function of the neutron a t  large distances away from the  center of the nucleus will 

be determ ined in the region where r > R.  In the sim plest case of an I = 0 bound 

neutron  (E  <  0). the wave function outside the potential is given by [3]:

2ire~Kr ekR 
^ (r) “  7T r  (1 + k R ) 1/2 ( *

where k is the wave num ber outside the potential:

to ^K — \ j  (2.6)

and k  is the wave num ber inside the potential:

The density d istribution of the neutron outside the  nucleus is given by:

p(r) = |^ ( r )  |2
47r2 e~2nr e2kR

(2 .8)
k? r 2 (1 + kR)

As the energy of the s ta te  approaches zero, which indicates tha t the neu tron  is 

becoming more and m ore weakly bound, the param eter k becomes smaller which
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in tu rn  increases the range of th e  neutron density distribution [3]. This increase 

in the  range of the density d istribu tion  can be seen as a tail in the distribution 

which is referred to  as the halo. Such an increase in the density  d istribution is 

illustrated  in Figure 2.1 where the  form of the density d istribu tion  for a neutron 

th a t  is bound by 0.2 MeV (dashed curve) is shown relative to the density  distribution 

for a neutron which bound by 8 MeV (solid curve). In each of the  two cases, the 

density distribution ŵ as determ ined assuming a potential with a 2.6 fm width. The 

developm ent of the neutron halo is thus understood, in part, as a  result of the weak 

binding of the last one or two neutrons in the nucleus. In the case of 11 Li w'here the 

two neutron  separation energy is 0.247 MeV [3]. the range of the  last two neutrons 

in the  nucleus extends out quite far forming the two neutron halo in 11 Li. The effect 

th a t  the neutron halo has on th e  density distribution of 11 Li is quite  remarkable 

considering the fact th a t the root-m ean-square radius Rrms of the  neutron  halo is 

4.8 ±  0.8 fm [3] which is nearly th e  same size as the Rrms of 208P b  of 5.5 fm [17] 

and twuce the size of 7Li w ith RrmS =  2.33 ±  0.02 fin [18].

W hile the nature of the neu tron  halo can be understood in term s of a  simple 

po ten tia l model, m any other unique facets of 11 Li cannot be described in such a 

sim ple manner. One such feature which requires a more complete description of the 

s tru c tu re  of 11 Li is the three body interaction between the two valence neutrons in 

the halo and the 9Li core nucleus which causes 11 Li to remain bound against particle 

decay. To construct a  complete description of 11 Li. all of the possible interactions 

between the 9Li core and the two valence neutrons must be accounted for within 

the calculation of the wave function for the system. The wave function for the two 

neu tron  halo nucleus can be determ ined using the eigenvalue equation:

Htp = E 0  (2.9)

10

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



10

E = 0.2 MeV 
E = 8 MeV

10

10

10 "

,.410

■ 510' 0 84 106

r (fm )

Figure 2.1. Neutron density distribution for a neutron bound by 0.2 MeV' (dashed 
curve) and 8.0 MeV (solid curve) based on the square well potential model.

where H is the Ham iltonian for the three body system  which has the form [19]:

H = E W _ + Pi2l + Vne{1) + Vnc{2) +  y nn +  (P (l)+ P (2))~ (2 10)
Zmn Zmn ZAcTrin

The first two term s in the Ham iltonian are the kinetic energies for the two valence 

neutrons, labeled (1) and (2), Vnc is the interaction of a specific neutron with the  

core, Vnn is the neutron-neutron interaction, and the last term  is the kinetic energy 

of the recoiling core nucleus which has the mass num ber A c. As seen from the form 

of the three body Hamiltonian, an im portant term  in developing a complete under­

standing of 11 Li is the interaction between the core nucleus and a valence neutron, 

which is determined by the structure of the unbound nucleus, 10Li. Hence, an un­

derstanding of the structure of 10 Li is essential in developing a better understanding 

of 11 Li. One can deduce some properties of 10Li based on an understanding of the 

shell structure for the nucleus.
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2.2 Shell Model

The basic principle behind the nuclear shell model is to  describe the various 

energy states w ithin the nucleus based on the nucleon degrees of freedom [16]. Each 

nucleon occupies a specific single particle level within the nucleus which can be cal­

culated using a potential model to describe the binding of the individual nucleon 

within the nucleus. Choosing a realistic potential to represent the  interaction be­

tween the valence nucleons and the core nucleus is crucial in order to produce an 

accurate model of the nucleus. Two simple forms that can be used for this poten­

tial would be the square well potential as described in the previous section, and 

the three dimensional harmonic oscillator. However, neither potential reproduces 

the properties of the nuclear potential accurately due to discrepancies between the 

edge of these potentials and the edge of the surface of the nuclear m atte r distribu­

tion. which closely resembles the edge of the nuclear potential [15]. One form tha t 

resembles the nuclear potential more closely is the Woods-Saxon potential:

V{r)  =  <2 1 1 >
1 -F e “

where R is the mean radius of the nucleus, and a is the skin thickness which is 

defined as the distance over which the potential changes from 0.9K, to 0.lV'o [15].

To increase the accuracy of this shell model in predicting the appropriate be­

havior of the nucleus, an additional potential is added to account for the spin-orbit 

interaction which couples the intrinsic spin of the nucleon, s, w ith its angular mo­

mentum. /. and takes the general form:

Vso = V ( r ) r - s  (2.12)

where V (r) is the radially dependent strength  of the spin-orbit term  which is often 

determ ined by fitting the observed single particle levels in the given nucleus [16].

12
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Figure 2.2. Level structure in 10Li based on naive shell model.

Although simple in construction, this naive shell model can be useful in devel­

oping a starting point for a ttem pts to understand  the basic properties of specific 

nuclei. Figure 2.2 shows the filled energy levels for the proton and neutron shells for 

10Li based on this naive shell model. As seen in Fig. 2.2. 10Li has one proton (tt) in 

the lp 3/2 shell and one neutron (u) in the lp i /2 shell. The ground state configuration 

for 10Li in this naive shell model is thus determ ined by the interaction between these 

two valence nucleons since the rest of the nucleons completely fill the lower energy 

levels and are thus assumed to form an inert core w ith 0+ spin and parity. In th is 

configuration then, there are two possibilities for th e  ground s ta te  spin and parity  

of 10 Li depending on how the total angular m om entum  of the valence proton and 

neutron couple together:

[7 r lp 3 / 2 ®  l d p i / 2 ]  = »  1 +  (j l  -  j 2) 

=> 2 +  ( j i + h )

To check if this type of assignment for the ground s ta te  of 10Li is accurate, one can  

apply this same model to other nuclei having the sam e num ber of neutrons as 10Li. 

In the case of 11 Be, which has one more proton th a n  10 Li and has an experimentally
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determ ined ground s ta te  spin and parity  of l / 2+ [20], the application of the naive 

shell model to  l lBe would yield a l /2 ~  assignment for the ground s ta te  due to the 

presence of the lone valence neutron in the lp i /2 shell. This discrepancy in the 

parity  of the  ground state  of 11 Be between the naive shell model and  the experim ent 

indicates th a t  the level structure of 11 Be does not follow the predictions of the 

naive shell model, bu t rather has a  configuration where the 2s^/o shell is lower in 

energy th a n  the lp i /2 shell. This discrepancy between the m easured shell structure 

of 11 Be has implications for the s tructu re  of l0Li. In calculations which were first 

perform ed by Sagawa, et al. [21], the inversion of the 2si/ 2 shell w ith  the lp i /2 shell 

was reproduced by considering the coupling of an excited core nucleus in 11 Be to 

neutrons in the sd shell. These same calculations also predicted a  possible inversion 

of the lp i /2 and 2si/ 2 states in 9He, as shown in Figure 2.3[22]. Since bo th  11 Be and 

9He are N = 7  isotones, this implies th a t  10Li may also have an inversion between 

the lp i /2 and  2s i / 2 levels. Such an inversion would have strong im plications for the 

ground s ta te  configuration of 10Li, w ith the  valence proton in 10Li now coupling with 

a 2s 1/2 neu tron  yielding a ground s ta te  configuration of:

[tt1P3/2 ® ^ 2 s i/2] =► 1“ (ji -  j 2)

I11 add ition  to this possible change in th e  parity  of the ground s ta te  configuration 

for 10Li from the naive shell model, th e  calculation also suggests th a t the 2 s i / 2 state 

would lie ju s t above the threshold energy for particle decay in 10Li. Because this is 

an s-wave neutron  state, it would be possible for the s ta te  to overlap the threshold 

due to the fact th a t it is not affected by the  presence of the Coulomb barrier or the 

centrifugal barrier of the 9Li nucleus. If th e  position and width for such a s ta te  were 

such as to  overlap the threshold, then  the  s ta te  would be ‘v irtual1 since it is neither

14
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Figure 2.3. Plot of the calculated difference between the excitation energy of the 
l / 2 + and 1 /2“ states and the neutron separation energy for N=7 isotones (from

completely a bound s ta te  nor is it a resonant state. T he concept of a virtual s ta te  

will be further discussed in the next section

2.3 Scattering Theory

The most common technique for determining the  properties and structure of 

various nuclei is to  perform experiments where an incident nucleus is scattered from 

a target nucleus in order to  form specific final states. To understand the results of 

such scattering experiments, it is first necessary' to understand the scattering process 

by which the desired s ta te  is formed.

In a typical nuclear scattering  experiment, a beam  of particles with mass M { and 

w ith an energy, E 0, is incident on a target nucleus w ith mass A/ 2 which is usually 

a t rest in the lab. The wave function of the composite scattered system, ip(r), is

Ref. [22]).

15
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determined by:

O- h -
V 2ifr(r) -+- V(r)ip(r) = Eil>(f) (2-13)

where E  is the  energy of the relative m otion of the two particles which is related to 

the incident energy E a by [23]:

£  =  a ( 2 1 4 )

and the vector f  is the relative position between the two nuclei. T he incident wave 

can be represented by a  plane wave of the form:

ibiir) =  Ae, k f  (2.15)

where k  is re la ted  to  the initial m om entum  of the incident nucleus by:

E- f  <216)
and A  is a norm alization constant for th e  wave function. Upon scattering , the wave 

function moves radially outward and takes the form:

e ikr
t i / ( r l = / ( M ) ----- (2.17)r

where f (6 ,  <p) is an  angular function which describes the dependence of th e  scattering 

on the angle of th e  outgoing nucleus.

If the scatte ring  potential is of finite range, then a t large separations the wave 

equation reduces to  one for a  free particle which implies th a t the wave function m ust 

satisfy the asym ptotic boundary condition [24]:

pikr
T P (r )~ A {e 'k-r +f{6,4>)---- ) (2.18)

r

The differential cross section would be given by [24]:

^  =  l / ( 9 . * ) |2 (2.19)

16
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If the potential is spherically symmetric and thus dependent only on the absolute 

distance between the two nuclei, then the angular function can be expanded in term s 

of spherical harmonics YlTn{6, o) which leads directly into the partial wave expansion 

of the wave function:

t/;(r) = f \ aim^ Y r { 0 , < t > )  (2 .2 0 )
r

1=0

where u /(r) satisfies the modified radial wave equation(Eqn. 2.4)[16]. The fact th a t 

the scattering  potential chosen in this case is spherical implies th a t a separate radial 

wave equation exists for each partial wave. At the asym ptotic boundary. ut m ust 

take the form:

Ul(r) =  C /(e -<(fcr"5,,r) -  e*Sie '(*r-&))  (2 .2 1 )

where C[ is a  constant which is determined by the boundary conditions, and Si is 

the phase shift of the wave w ith singular momentum I [16].

In the  case of elastic scattering, the outgoing waves can only change in phase 

relative to  the incoming wave, and this is represented by the phase shift S{. In th is 

case, the angular factor f(Q, o)  and subsequently the differential cross section, is 

given in term s of the phase shifts of the partial waves:

da  47r
d n  =

^ 2  V 2 f T l e tSl sin(J,)y]°(0 )
1=0

(2 .22 )

where it has been assumed th a t the incident wave is traveling along the z axis 

subsequently removing the  dependency of the scattering  on the azimuthal angle. 

T he elastic cross section is then  given by:

OC7T
° - = p H ( 2 '  +  l ) | l - S L , [ *  (2-23)

1=0

where S ln Q is the elastic scattering  S-matrix element for the partial wave w ith an ­

gular m om entum  I [25]. T he elements of the S-m atrix S aQ describe the am ount of

17
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the incident wave function th a t is in the  elastic channel relative to the am ount th a t 

was scattered  into other open reaction channels. In this case. SQQ is given by:

SL.a = e2" 1 (2-24)

The elastic scattering S-m atrix is useful in developing an understanding in the 

presence of virtual states in the scattering process as well as differentiating between 

a virtual s ta te  and a resonance. Consider an  s-wave neutron incident on a  nucleus 

with energy E.  A resonance will occur if the  phases of the wave functions in the 

regions outside and inside the nucleus m atches smoothly at the boundary' r  = a. 

The S m atrix  element in this case can be expressed in terms of the wave num ber of 

the incident neutron by [25, 26]:

=  ( 2 ' 2 5 )

where u{r) is the reduced radial wave function given in 2.21 and /  is the  derivative 

of the radial wave function a t the boundary given by:

A similar relation can be made between the S-m atrix element and the energy of the 

incident neu tron  from Equation 2.25:

-2ikgE  2Ẑ °
E  — E r +  i i r o

where T0 is defined as the width of the resonance. The S-matrix will possess poles 

in the complex energy plane corresponding to  the resonances in the reaction. For a 

single isolated resonance th a t is far from threshold, the location of the pole in term s 

of energy' is determ ined by the equation [27]:

E p o l e  =  Er  -  ^  (2.28)
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W hile this equation works for s-wave resonances which are well away from threshold, 

for those resonances which exist near threshold, such as the possible unbound s-wave 

s ta te  in 10Li. the energy dependence of the width due to presence of the potential 

barrier has an influence on the location of the pole in the complex k-plane for s-wave 

neutrons.

A generalized condition for the energy of the pole which takes into account the 

probability of a neutron w ith angular momentum I to  penetrate the barrier of the 

nucleus is given in term s of the energy-dependent w idth T(E) [27]:

P ( E )
T( E)  =  r/0

P t ( E r ) \
(2.29)

i
Epole =  ET-  - T { E )  (2.30)

where Pi{E)  is the penetrability  factor which is determ ined, in general, by using the 

coulomb wave functions Fi and Gi evaluated a t the channel radius R [28]:

k R
Pl (E)  =  (Fi (kR))2 ( Gi ( kR ))2 ( 2 ' 3 1 )

For a neutron with I =  0 or / =  1 [27]:

P0(E)  =  k R  (2.32)

P‘(E) -  < T T & j  (2'33>

Because of the difference between the penetrability factors for s-waves and p-waves.

the two states behave differently near threshold. In the case of the p-wave. the pres­

ence of the centrifugal barrier forces the cross section to  go to zero as E  approaches 

threshold. The cross section for a  single resonance is given by the Breit-W igner 

one-level formula:

(r(£))2
^  -  k 2 ( E  -  Er )2 +  [ }
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Since the cross section goes to  zero a t the threshold, a p-wave resonance can never 

overlap threshold. However, in the case of the s-wave neutron, there is no such 

restriction in the  cross section since there is no centrifuged barrier. Hence, an overlap 

with threshold can occur causing an am biguity to  develop in term s of whether or 

not the s ta te  is bound or unbound. This am biguity in the s tructu re  of the s ta te  is 

reflected in the location of the pole in the S-m atrix, which for a virtual s ta te  lies on 

the im aginary k axis such th a t th a t the real p art of the wave num ber vanishes [27]. 

Because the pole for the virtual sta te  lies on the im aginary k  axis w ith k„ =  —i j  

(7  > 0 ). a v irtual s ta te  corresponds to  negative energy even though it is an  unbound 

sta te  [29]:

While the "resonance energy" for a virtual s ta te  is not a good measure of the location 

of the s tate , and is in fact not well defined, one can specify its characteristics in term s 

of a scattering length a.

At low bom barding energies, the scattering cross section is often expressed in 

terms of the scattering  length a:

This expression for the cross section results from the fact th a t the scattering cross 

section m ust be finite a t E  =  0. Hence the cross section reduces to  the scattering of 

the incident wave function from a hard sphere w ith radius a. This scattering length 

can be expressed in term s of the s-wave phase shift 5q for elastic scattering  [16]:

In this convention, a  positive scattering length indicates a bound s ta te  whereas a 

negative scattering  length indicates th a t no bound s ta te  is present as indicated in

lim a  =  47ra2 
t —+0

(2.36)

h—>o k (2.37)
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Figure 2.4. (a) Typical radial wave function for a  bound s ta te  showing a positive 
scattering length a. (b) Radial wave function for an unbound sta te  showing a 
negative scattering length.

Figure 2.4. [15] Because the  scattering length is defined in term s of k. which is 

dependent on momentum, the scattering length will depend on the energy level of 

the s ta te  as well as its phase shift. This definition of scattering  length becomes useful 

in describing the low energy properties of the possible unbound s-wave neutron state  

near threshold in 10 Li due to  the fact th a t such a s ta te  does not necessarily have a 

central energy associated w ith it. Assuming th a t the initial s ta te  is known for 10Li, 

the scattering length for the  s-wave neutron is calculated by solving Eqn. 2.13 for the 

neutron wave function in the  9Li +  neutron system with a suitably chosen potential 

and determ ining the phase shift for the scattered neutron within the nucleus.

2.4 Optical Model

If during the scattering process the nature of the incident wave is altered through 

the transfer of energy or particles between the target and the projectile, then flux is
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removed from the elastic channel to other possible reaction channels. To account for 

this loss of flux from the elastic channel to the various other reaction channels, an 

imaginary scattering potential is added to the real scattering potential to  alter the 

characteristics of the  incoming wave and thus remove it from the elastic channel. 

The scattering potential now takes the form:

U(r) = VR( r ) + i V f (r) (2.38)

where VR (Vj) is the real (imaginary) part of the potential. Due to the sim ilarities 

between the form of the complex scattering potential and the real and im aginary 

indices of refraction used in optics, the description of the nuclear interaction using 

this type of potential is known as the optical model. A typical form th a t is used for 

the real part of the optical model potential is the Woods-Saxon form (Eqn. 2.11) 

due to its similarities with the shape of the nucleus. The form of the im aginary 

potential th a t is used depends in part on the type of reaction tha t is occurring to 

remove flux from the elastic channel. If the change in the incoming nucleus involves 

the transfer of nucleons from the surface of the nucleus, then the derivative of a 

Woods Saxon potential is often used, due to the fact th a t the strength of such a 

potential is peaked near the surface of the nucleus and hence absorbs m ost of the 

flux from the elastic channel in this region of the nucleus. This potential, known as 

the surface Woods-Saxon potential, has the form:

r- Ri
Vie ai

Vr(r) = W i r g;-  (2.39)
a / ( l  +  e °/ )2

For both the Woods-Saxon and surface W oods-Saxon potentials, the radius Ft is 

determ ined by:

R  = r0(Ar )1/3 (2.40)

where A t  is the mass number for the target nucleus and r Q is the reduced radius.
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Figure 2.5. P lot of two sample (a) volume and (b) surface W oods Saxon potentials. 
The solid curves in (a) and (b) are the real and imaginary potentials used to describe 
the 9Li +  deuteron system, respectively, while the dashed curves are the potentials 
used to  describe the 10Li +  pro ton  system. The param eters for bo th  sets of potentials 
are given in Table 3.1.

Examples of the volume and surface Woods-Saxon potentials are shown in Fig­

ures 2.5(a) and (b) respectively. In bo th  figure (a) and (b), th e  solid curves represent 

the potentials used to describe the 9Li -F deuteron system  while the dashed curves 

represent the potentials used to  describe the 10Li 4- p ro ton  system  in the coupled 

channels calculation described in  the next section. The param eters for these two 

sets of potentials are given in Table 3.1.

By using a complex scattering potential instead of a com pletely real potential, 

the phase shifts themselves become complex quantities. A complex phase shift in 

tu rn  means th a t the flux is removed from the elastic channel and into other reaction 

channels. The partial reaction cross section from one particu lar channel a  to another
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channel 3  is given as [25]:

&a3 = j-^{2la + l)\SQ3 — S la!3\2 (2-41)

The to tal absorption cross section is given by [25]:

OO

=  p  ') [ !  — I 3 J 2] (2-42)
1=0

2.5 Coupled Channels Calculation

In the previous sections, the incident and scattered nuclei have been trea ted  

as if they were single particles w ithout any internal structure. Such a  trea tm en t

in essence couples the incident wave to  specific reaction channels and ignores the

possible coupling of the reaction channels to each other, which in the end will affect 

the net result of the scattering process. If there is strong coupling betw een the 

various reaction channels, then additional flux m ay be added or removed from the 

elastic channel relative to what is calculated in a one-step process th a t only couples 

the incident channel to  the final reaction channel [30]. Coupling am ong th e  various 

reaction channels will occur if the scattering potential affects the in ternal s tru c tu re  

of either of the two nuclei th a t are involved in the scattering process. To account for 

these changes in the internal structure of the nuclei, the wave equation is separated  

into parts  which describe the internal sta tes of the nuclei as well as th e  relative 

m otion. The complete set of internal wave functions for the projectile nucleus 

and target nucleus are determ ined by the Schrodinger equations:

Halfia = tatpa (2-43)

H a *!>a =  (2.44)

where the internal Hamiltonians H a and  H a possess terms for bo th  the kinetic and 

potential energies of the projectile and target in their respective rest fram es, and
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the eigenvalues ea and eA are the energy levels within the separated nuclei. Because 

the two internal Ham iltonians operate on the nuclei separately, the internal wave 

functions iba and -tpA are representative of the specific nuclear sta tes within the nuclei 

and are functions of the in ternal coordinates r„ and rA respectively. Each of the two 

internal wave functions represent a  specific reaction channel [25].

The Hamiltonian for the  system  is now given by:

H  =  H a -r Ha — +  K0 (2.45)

wrhere V 2 operates on the radial vector, rQ, between the two centers of mass for the 

two nuclei, and Va is the potential between the two nuclei. The to tal wave-function 

is thus expanded in term s of the internal wave functions:

$  =  5 Z  XaA(ra)ipafpA (2-46)
a 'A '

where the function XaA describes the relative m otion of the  centers-of-mass for the 

two nuclei in states a and A.  This expansion of the to ta l wave function allows for 

the reduction of the to tal Schrodinger wave equation into a  set of coupled equations 

which give the relative m otion of a  given internal s ta te  in term s of the off-diagonal 

potential terms of the m atrix  UaA,a'A' corresponding to the interaction potential 

Va [25]:

[^o “  UaA*A(fa)]XaA(ra) = ^  XaA(fa )UaA*'A'(fa) (2-47)

where the quantity kaA is given by:

a 1A'* A

^  _  y j g . c E (2 4g)

For every pair of possible s ta tes in the two nuclei th a t are energetically allowed 

in the reaction, a  separate ka>A> occurs in Equation 2.47. The off-diagonal m atrix
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elements of U are given in terms of the internal states of the two nuclei:

UaA,a'A'(ra ) = J  J  ip'a (ra) t 'A (rA)Va IV  ̂( Ta ) ( ta )dradrA (2.49)

Iri Eqn. 2.47. the  diagonal elements of the m atrix  UaA,aA which appear on the left 

hand side are coupled w ith the excited states which appear on the right hand side of 

the equation in order to  enable description of the inelastic scattering and its effects 

on the elastic scattering.

The internal wave functions th a t are used as the basis states for the coupled 

reaction channels (CRC) model are not just restricted to bound states, but can also 

be discrete representations of states th a t are unbound and in the continuum  via the 

"coupled discrete continuum  channels' (CDCC) approxim ation [31]. The difficulty in 

calculating the transfer of flux into the continuum  is th a t an unbound eigenstate has 

a wave function which does not decay to zero in the asym ptotic limit. To deal w ith 

wave functions which have an infinite range, the  CDCC approximation averages the 

continuum sta tes  over a range of energies instead of a single energy as is done with 

bound states. T he result of treating the continuum  states over a  range of energies 

is the creation of "bin’ states. A bin s ta te  $ ( r )  th a t is defined in the range from ki 

to k2 is given by [31]:

* ( r ) = C  (2-5°)

where w(k) is a  weight function and N is:

rk-
N  = I \w(k)\2dk  (2.51)

Jkx

By defining a ;b in ’ s ta te  in this manner, the norm alization of $ (r)  is:

($ |$ )  =  1 (2.52)

provided th a t the  potential is energy-independent and th a t the maximum radius is 

sufficiently large [31]. The weight function w{k)  is chosen in such a m anner so as to
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incorporate some of the  effects of varying Okr w ithin the range. The bin s ta tes  are  

orthogonal to the bound sta tes or other continuum  ‘b in? s ta te s  assuming th a t th e  

bin" states do not overlap in energy. In perform ing a  coupled channels calculation 

for the reaction 9L i(d ,p )10Li using the CRC code FR E SC O  [31]. a continuum  bin 

size of 1 MeV was chosen, centered a t 0.5 MeV above th e  threshold in 10Li so as 

to cover the continuum  region where the two possible low-lying "resonances'" are 

located. The results of th is calculation will be discussed in  the next chapter.
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C H A PTER  3

EXPERIM ENTAL METHOD

3.1 Overview

In a num ber of the previous a ttem pts  to  study the s tructure of 10Li, complex 

reactions such as the multiple nucleon transfer reaction u B(7Li.8B )10Li [7]. and the 

fragm entation reactions 180  +  natC and lsO -F 9B [5. 6], have been used to  pop­

ulate the low lying resonances of 10Li. In many of these cases, the  effect th a t the 

reaction mechanisms had on the production of 10Li in its low lying s ta tes  remains 

unclear. A way to  avoid the complications which arise from these complex reac­

tions is to perform  a single nucleon transfer reaction to study the  struc tu re  of 10Li. 

One particular single particle transfer reaction th a t is ideal for studying  low-lying 

excited states in stable nuclei is the (d,p) reaction, where one neu tron  is transfered 

from the deuteron to  the nucleus of interest. Since the structure  of the deuteron 

consists only of a  ground state and no excited states below the threshold of parti­

cle stability  [32] the initial states of the ta rge t and projectile (in the case of stable 

nuclei) are well defined. The effect th a t the (d,p) reaction mechanism has on the 

states of the outgoing nucleus can be calculated exactly [15]. In addition, the states 

th a t are populated in the nucleus of interest during the reaction can  be determined 

by m easuring the energy and angle of the outgoing proton. Thus, an experiment 

involving the (d,p) stripping reaction to  study the unbound nucleus 10Li has several
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advantages over w hat has been done previously and has the potential to answer 

some of the remaining questions concerning the s tructure of 10Li.

3.1.1 The (d.p) reaction

Consider the reaction A(d,p)B where a deuteron is incident on a target nucleus. 

A. with an incident kinetic energy Td and a total relativistic energy given by:

Ed = T d + m dc2 (3.1)

where m d is the rest mass of the deuteron and c is the speed of light. The kinetic 

energy of the proton, Tp, is determined by conservation of energy to be:

Tp = T d + TA - T B +  Q (3.2)

where Q is the Q-value of the reaction, defined as the either the difference in kinetic 

energy between the final and initial states of the reaction, or equivalently as the 

difference between the initial masses and final masses involved in the reaction [15]. 

If the recoiling nucleus, B, were produced in an excited s ta te  with an energy Ex 

above the ground state , then  the Q-value for the reaction A(d,p)B* would be:

Q =  Q o ~ E x (3.3)

where Qa is Q-value of the  reaction which produces the recoiling nucleus in its ground 

state. The kinetic energy of the proton then, depends linearly on the excitation of 

the recoiling nucleus if the target nucleus was a t rest.

In addition to  its kinetic energy, the angular m om entum  of the states populated 

in the recoil nucleus can be determined by study the angular distribution of the 

outgoing proton. The m om entum  of the recoiling nucleus, pB. is determ ined by 

applying conservation of momentum:

Pb — Pd — PP (3.4)
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Furtherm ore, the  law of cosines can be applied to relate the m agnitude of the mo­

m entum  vectors as:

Pb  =  (Pd ~  Pp )2 +  2pdPP(l -  c o s { d )) (3.5)

where 9 is the  scattering angle for the  outgoing proton in th e  laboratory frame. 

Since the transfer of the neutron is a  direct process, it is assum ed th a t the reaction 

takes place a t the  surface of the target nucleus. This assum ption has been confirmed 

in m any different studies of the (d.p) reaction using stable nuclei. Since the reaction 

occurs a t the surface of the target nucleus, the transfered nucleon m ust be placed in 

a s ta te  in the ta rg e t nucleus which has an angular m om entum, I =  R  x pB where R 

is the radius of th e  target nucleus [15]. Substituting for p#. a d irect relationship can 

thus be established between the p ro ton  scattering angle and the  angular momentum 

of the populated  s ta te  as:

cos[e) =  ! _  -  P f .  ~  W W  (3.6)
^PdPp

3.1.2 K inem atics of the 9Li(d,p)10Li Reaction

W hen the (d,p) reaction is perform ed with stable nuclei, it is often done in 

forward kinem atics w ith the lighter deuteron incident on a heavier target. Because 

9Li has a half-life of 178.3 ms [33], th is reaction m ust be perform ed using inverse 

kinematics w ith  a  beam  of radioactive 9Li ions incident on a  targe t composed of 

deuterons. As a  result, the recoiling 10Li nucleus, and subsequently the 9Li nucleus 

resulting from th e  breakup of 10Li, is now forward focused due to  the m otion of the 

center of m ass of the system (see Figure 3.1). This implies th a t  the 9Li produced 

from the breakup of 10 Li can be detected with relatively high efficiency with a 

detector located near 0°. Figure 3.2(a) shows the I0Li laborato ry  scattering angle 

as a function of the  center of mass angle for the (d,p) reaction a t an  incident 9Li
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energy of 176 MeV calculated using the relativistic kinematics code PKIN . based 

on the algorithms developed in Ref. [34]. The calculation shows th a t the m otion of 

10 Li in the center of mass frame translates into a  forward cone ranging in angle from 

0° to  a little over 8° in the lab frame.

In contrast to  the  m otion of 10Li in the reaction, the proton scatters a t all angles 

in the lab as is shown in Figure 3.2(b) in which th e  calculated proton lab scattering  

angle is plotted as a  function of the 10Li center of mass angle. W hile th is large 

spread in proton angles makes it difficult to detect the protons efficiently, it does 

provide a precise way to determ ine the angle of the  outgoing 10Li nucleus prior to 

it 's  breakup which is im portan t in reconstructing the breakup process. A n accurate 

measurem ent of the proton angle in the lab. along w ith knowledge of th e  incident 

9Li energy, translates into an  accurate determ ination of the lab angle of the 10 Li 

nucleus prior to  i t :s breakup.

The fact th a t th e  s tructu re  of 10 Li does not consist of low-lying bound sta tes 

but rather resonances which exist above the threshold for neutron decay adds a 

further complication to  the experiment. Because 10 Li is unbound to neu tron  decay, 

it only exists for approxim ately 10-23 seconds before it breaks up into 9Li ■+■ n. As 

a result, the final s ta te  of the 9Li(d,p) reaction involves three nuclei (9Li. neutron, 

and proton) and an experim ent involving this reaction is no longer kinem atically 

complete if one only measures the outgoing proton. To account for the breakup of 

10Li. one can use the kinem atic coincidence technique which measures two or more 

particles produced in the sam e reaction in coincidence with each other in order to  

reconstruct the kinem atics of the event of interest [35]. In this particu lar case, if 

the energy and angle of the outgoing 9Li from th e  breakup of 10Li is m easured in 

coincidence with the  proton, then a complete reconstruction of the reaction which 

produced the 10Li nucleus, and its subsequent decay, cam be carried out. T he  to ta l
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Figure 3.1. Schematic diagram  of the 9Li(d.p)10Li* => 9Li + n reaction performed in 
the (a) lab frame and (b) center of mass reference frame for the (d.p) reaction. The 
solid lines indicate the quantities measured in this experiment whereas the dashed 
lines are those quantities which were reconstructed from the da ta .
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Figure 3.2. Plot of the calculated (a) I0Li lab angle and (b) proton lab angle as 
a function of the 10Li center of mass scattering angle in the 9L i(d,p)10Li reaction 
based on an incident 9 Li energy of 177 MeV. The calculations were performed using 
the relativistic kinem atic code, PKIN.
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lab energy of the recoiling l0Li nucleus from the 9Li(d.p)10Li reaction is:

E i o  =  E g  +  m dc2 —  E p (3-7)

where E g  and E p  are the to ta l energies of the incident 9Li and  proton, respectively. 

By measuring the proton and the incident particle in coincidence with one another, 

the energy and angle of l0Li. or subsequently its m om entum , can be determ ined 

precisely in the laboratory frame. W ith  the m om entum  of 10Li determ ined in the 

lab frame, a Lorentz transform ation can be made from the  laboratory reference 

frame to  the breakup center of mass where the 10Li nucleus is a t rest. If 10Li has a 

m om entum  in the lab pi0, then  the velocity of the breakup center of mass reference 

frame w ith respect to  the  laboratory  frame is given by:

0  =  * ? *  
E l0

(3.8)

where d  is expressed in units of c. To simplify the notation , the value for c can be 

set to 1. The Lorentz transform ation of the energy and m om entum  of 9Li from the 

breakup of 10 Li from the laboratory  frame to the breakup center of mass frame is 

then  given by:

/  /r  \  (  q \  (  .  .E q m  1 'Y — 'YP  1 t j g  1
(3.9)

\ Pll

Px.c P x (3.10)

where

7  = (3.11)

and p|| and p± are the  parallel and perpendicular com ponents of the 9Li m om entum  

relative to  the m otion of the center of mass frame /3, respectively [36].
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In the breakup center of mass frame, the  momentum of 9Li and neu tron  are 

related by conservation of momentum:

Po.cm =  Pn.cm (3-12)

The Q-value of the breakup of 10Li in the center of mass frame is :

Qbreak — E ncm  ~f" -Eg,cm 7̂l n 77lg (3 .13 )

where

En.cm =  \ J (Pn.cm)2 +  ( ) 2 ( 3 .1 4 )

Substitu ting  for p n,cm from Equation 3.12 to get Qbreak in terms of known quantities, 

we find:

Qbreak =  y j .Pl,cm +  m n ~  m n +  Es.cm ~  TTlg ( 3 . 1 5 )

Hence, the Q-value of the  breakup of 10Li, and subsequently the structure of the 10Li 

nucleus prior to its breakup, can be reconstructed by measuring the energies and

angles of the  incident and outgoing 9Li nucleus in coincidence with the m easured

energy and angle of the recoiling proton.

3.2 Beam Production

The experim ent was performed a t the N ational Superconducting Cyclotron Lab­

oratory (NSCL) a t Michigan State University (MSU). A prim ary beam of 13C was 

accelerated via the K1200 Cyclotron a t the NSCL to  an energy of 30 M eV /nucleon 

and then transported  to  the A1200 fragment separator [37], shown in Figure 3.3. 

The 13C beam  was focused onto a 470 m g/cm 2 9Be target placed in a  cham ber up­

stream  of the entrance to the A 1200 separator, causing a fragm entation reaction to 

occur. T he fragments, which are forward focused due to the inverse kinem atics of
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Figure 3.3. Diagram of the A1200 fragment separator.

the reaction, are then selected based on their momentum to charge ratio through 

the use of the first series of superconducting dipoles and quadrupoles as shown in 

Fig. 3.3. Passing the beam  through the first set of dipoles does not completely 

clean the beam, however, since any particle which has the  appropriate momentum 

to charge ratio will pass through the dipoles along with the  beam of interest.

To further clean the contam inants out of the beam, a 133 m g/cm 2 Al wedge was 

put in the middle chamber of the A 1200 separator to act as an  energy degrader which 

alters the momentum to charge ratio  for the various ions based on their differential 

energy loss. The differential energy loss of an ion with a velocity. /3 through a 

material having an atomic number, Z, an atomic weight, A, and a  density, p, can 

be described using the Bethe formula:

dE
dx = (7 — )

er . 24tt z 2N 0Z p
4tt s 0 m ec2/32A to ( ? ! » £ £ ) - t a d  _ * » ) _ * (3.16)

where ze is the electric charge of the ion, m e is the mass of the electron, N a is 

Avogadros number, and I  is ionization potential of the stopping material [15]. As 

is seen in Equation 3.16, the differential energy loss is dependent on the nuclear
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charge of the ion as well as its velocity. Because the  ions which were present in the 

beam were not m onoenergetic the choice of the shape of the degrader is im portan t 

in order to optim ize the ability to select out the desired ion from the beam . If these 

ions were to pass th rough  a  degrader w ith a flat surface, the energy spread of the 

beam  would be larger since the faster ions would lose less energy in the absorber than  

the slower ones. To account for this, the alum inum  degrader used in the  A 1200 was 

a wedge, oriented in  the mid-chamber in such a way th a t those ions w ith a  higher 

velocity would pass th rough  the thicker end of the wedge. Orienting the wedge in 

this fashion reduces the effect of the energy spread of the beam on the change in 

the momentum to  charge ratio  for the various ions in the beam [38]. This change 

to the momentum to  charge ratio for the different ions in the beam allows for a 

further reduction in the am ount of contam inants in the beam  through th e  use of the 

second set of dipoles in the A1200. By thus choosing appropriate fields for the two 

sets of dipoles in th e  A1200. as well as an appropriate  thickness for the  Al wedge, 

a  relatively pure 9Li secondary beam was produced with a central energy of 19.7 

Me V /  nucleon.

3.3 S800 Analysis Line

Once the 9Li secondary begun was produced by the A 1200, it was then  trans­

ported to the secondary target, located in the ta rge t chamber of the S800 spectro­

graph, through the S800 analysis line, as shown in Fig. 3.4. Similar to  th e  setup 

of the A1200, the S800 analysis line defined the profile and m om entum  spread of 

the incident beam  on targe t through the use of a  series of quadrupoles, dipoles and 

momentum defining slits. Through the use of these slits, the spread in m om en­

tum  of the incident beam  on target was limited to  1% full width a t half m axim um  

(FW HM ). Since th e  secondary 9Li beam  was initially produced using a fragm enta-
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Figure 3.4. D iagram  of the S800 analysis line and spectrograph.

tion reaction, the resultan t physical size and an gular divergence of the  secondary 

beam was quite large, approxim ately 1 cm in spot size and 7 m r in a n g ular diver­

gence (FWHM). In order th en  to  perform  an accurate reconstruction of the (d,p) 

reaction and subsequent breakup of 10Li, it was necessary to  track  the incident sec­

ondary beam  onto the  ta rg e t as well as to  measure its energy on an event by event 

basis. These m easurem ents were done using a  series of detectors located a t various 

places along the analysis line of the  S800 which will be described in detail in this 

section.

The Beam Line T im er (BLT) was a  plastic scintillator located in the  first cham­

ber of the analysis line which m easured the time-of-flight (T O F) of the  particles as 

they traveled the 37.2 m eter flight p a th  from the entrance of the  analysis line up 

to the focal plane of the S800 spectrograph. To perform  this m easurem ent, a  Time 

to Analog Converter (TAC) was used w ith the s ta r t signal taken  from the signal 

produced by the BLT and th e  stop  signal taken from smother scintillator, labeled
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E l. located a t the end of the focal plane. (See Fig. 3.4.) This TO F m easurement 

was useful in identifying the particles of interest from the small background present 

in the beam. In addition to measuring the TO F of the beam particles, the BLT was 

also used to m onitor the incident rate of the secondary beam into the analysis line.

Following the BLT. a series of position-sensitive detectors were placed before and 

after the first set of m agnetic dipoles in the analysis line of the S800 in order to  track 

the incident beam  as well as to  measure its m om entum  on an event by event basis. 

Prior to  the first set of dipoles, a  Parallel-Plate Avalanche Counter (PPAC) [39]. 5 

cm by 5 cm in active area, was placed on a movable ladder 0.56 meters upstream  

of the entrance of the first quadrupole in the analysis line. The PPAC is a gas 

filled proportional counter having electrodes in parallel planes. For this particu lar 

experiment, the PPAC was filled w ith isobutane gas a t a  pressure of 5 torr. An 

electric field is produced between the parallel planes which are separated by a  small 

distance w ithin the isobutane atmosphere. A charged particle passing through the 

gap between the parallel plates produces ion pairs in the gas. The electrons in these 

ion pairs produce avalanches of electrons in the gas due to the acceleration they 

receive from the homogeneous electric field between the two parallel plates [39]. 

These electrons are subsequently detected using a series of approximately 0.1 inch 

wide strips, which are aligned along both directions of the surface of the PPAC. 

The strips are connected to  resistors and a signal is measured on both ends of the 

strips. The streng th  of the signal measured a t a given end of the strip  will depend 

on how- close the particle was to th a t end of the detector as it passed through the 

PPAC. The position of the particle can thus be determ ined by resistive division, in 

which the ratio  of the difference in the signals measured a t both ends of the  strip  

to the sum of the  two signals is determined. For instance, the relative position of a
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particle in the horizontal plane, x, can be determined by calculating:

=  L e f t  -  R igh t
L e f t  -t- R igh t { ’

where Left and Right are the signals from the two ends of th e  s trip  which runs 

along the horizontal axis of the detector. A similar m ethod is used to calculate the 

vertical position on the PPAC by using the signals from the top and bottom  of the 

detector.

To calibrate the PPAC. a m ask was placed on the upstream  side of the detector 

w ith a series of holes separated by 1.2 cm in both  directions. T he detector was then 

illum inated with the direct beam  in an a ttem p t to project the m ask patte rn  onto 

the PPAC. Unfortunately, the spo t size of the beam was too small to  illuminate 

more th an  one hole in the mask a t  a  time. To compensate for the  small beam size, 

the PPAC was moved vertically in order to  illuminate more th a n  one hole in the 

mask. However, due to the lim ited range in the motion of the  ladder, the beam 

was only able to pass through two holes in the mask in the vertical direction thus 

only providing a two point calibration for the vertical direction of the PPAC. No 

calibration was possible for the horizontal, or non-dispersive direction, of the PPAC 

since there was no way to  move either the  detector or the beam  horizontally to 

illum inate a second hole in the mask.

Two other tracking detectors, S803 and S804, were placed inside the  interm ediate 

image cham ber (labeled as Int. Image in Fig. 3.4) located in between the two sets of 

m agnetic dipoles in the analysis line. These detectors were C athode Readout Drift 

Cham bers (CRDC) placed in the  p a th  of the beam 59 cm ap art from each other. 

The specifics of the operations of the  CRDC is given in detail in Ref. [40] and will 

only be briefly discussed here.

The CRDC is a gas filled drift chamber with a  single anode wire located a t 

the bo ttom  of the detector. The two C R D C ’s used in the S800 analysis line had an
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active area of 8 cm x  8 cm. an active depth  of 1.5 cm and contained isobutane gas a t 

a  pressure of 12 Torr. The detectors were placed inside the beam  line perpendicular 

to  the path  of the incident beam  with the anode wire perpendicular to the dispersive 

direction of the dipoles in the analysis line, th a t is the direction in which the particle 

are dispersed in m om entum . The anode wire was m aintained a t +930 V for S803 and 

+900 V for S804. A s the charged beam particles passed through the gas in a CRDC. 

the  molecules in th e  gas were ionized producing electrons which subsequently drifted  

toward the anode wire. The motion of the electrons drifting through the gas towards 

the  anode wire fu rther ionized the gas which in tu rn  spreads out the d istribution  of 

electrons traveling tow ard the anode wire. Once the electrons finally encountered 

the  anode wire, th ey  were collected and converted into an electronic signal. T he 

am ount of time it took  the cascading electrons to  reach the anode wire is related to  

the  distance between the anode wire and the position of the charged particle [41]. In 

the  case of S803 an d  S804. the drift time of the cascading ions in the two detectors 

was measured using a TAC w ith the s ta rt signal taken from the E l scintillator and 

the  stop signal taken  from the anode wire of th e  CRDC. The signal from the  E l 

scintillator can be used as the sta rt signal because of the fact that the flight tim e 

of the beam particles from S803 or S804 to  the E l  scintillator is much smaller th an  

the  drift time of th e  electrons in the gas. For an incident 9Li with a kinetic energy, 

E ,  the time to  travel the  distance, D, from S803 to  the focal plane of the S800 is 

approxim ated by:

*  D (3.18)

where i3 is the velocity of the incident 9Li particle given by [36]:

(3.19)
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In this case, the 9Li beam  had an average energy of 177 MeV corresponding to a 3  of 

0.202 tim es the speed of light (given the mass for 9Li. m9 =  8408.4001 M eV/c2 [42]). 

and the distance between S803 and the E l scintillator was 28.31 meters, yielding an 

approxim ate time of flight for the 9Li particles of 467 ns. On the other hand, the 

average drift time of the electrons in the isobutane is estim ated to  be on the order 

of several /j,s based on the general properties of electrons drifting in a gas [41].

In addition  to measuring the position of the detected particle perpendicular to 

the anode wire, the CRDC also measured the position parallel to  the anode wire 

through the  use of a  technique called induced cathode readout [40]. A series of 32 

cathode pads. 2.54 mm wide, surround the anode wire on three sides in S803 and 

S804 and collect an induced charge from the anode wire. T he cathode pads were 

m aintained a t -240 V in both  detectors. The amount of induced charge collected by 

an individual pad is proportional to the am ount of charge collected by the anode 

wire at th e  location nearest the pad. To determ ine the center of the induced charge 

d istribution  on the pads, and hence the location of the detected particle along the 

anode wire, the measured distribution was fitted with a G aussian function on an 

event by event basis. An example of this process is shown in Figure 3.5 where the 

signal from each pad is plotted against its num ber in S803 for a  single direct beam 

event. For the event shown in Fig. 3.5, pads 1 1 -2 2  were triggered by the incident 

particle. Using a Gaussian fit to the pad distribution, the centroid of the charge 

distribution, and hence the position of the detected particle in the direction of the 

anode wire, can be determined to  within one tenth of one pad width, or 0.25 mm. 

In the exam ple given in Fig. 3.5, the centroid of the d istribution was measured a t 

pad 16.8. which corresponds to 2.0 mm away from the center of the detector.

Since each pad in S803 and S804 had a  fixed width, the position of the particle on 

the detector is immediately determined once the central pad is identified. However,
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Figure 3.5. Plot of pad signal vs pad number in S803 for a single direct beam  event.

this assumes th a t each pad in a  given detector produced the same ou tpu t for the  

same am ount of collected induced charge from the anode wire. Hence, to ensure th a t  

each individual pad was properly gain matched, a  pulser signal was applied onto 

the anode wire which, in turn , induced a fixed charged on each pad. Two different 

pulser settings, full scale and half scale, were used to  correct both the offset and 

slope for each pad. By observing the pad signals from these pulser runs, corrections 

were m ade in software to  ensure th a t the response from each pad was exactly the  

same for a given am ount of induced charge. The effect of these corrections to the  

pad signals in S803 can be seen in Figure 3.6 which shows the response of the pads 

in S803 to a  pulser setting of 0.5 before and after the pads were gain m atched. A 

similar effect was seen in S804.

The drift direction of the CRDC was calibrated by performing a series of direct 

beam runs with two masks placed in the path  of the  direct beam in between S803 

and S804 as shown in Figure 3.7. Each of the masks had an asymmetric p a tte rn  of
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Figure 3.6. P lot of pad signal vs pad  num ber in S803 for a  pulser run (a) before and 
(b) after the pads were gain m atched. In this particular run. th e  pulser was set to 
half scale.

holes, as shown in Figure 3.8. in order to  unambiguously determ ine the  orientation 

of the  two detectors. The masks were thick enough to stop the beam  particles which 

did no t go through the holes in the m ask. Hence, when the masks were placed in the 

p a th  of the beam, either sim ultaneously or individually, the two detectors measured 

images of the nearest mask, due to  th e  fact th a t the trigger for the  event came from 

the E l scintillator in the focal plane of the S800.

Due to  the fact th a t the m asks were no t located next to  the  detectors, but 

ra ther a t a  distance from the detectors, the process of determ ining the  calibrations 

from th e  direct beam data  was done in several iterations. In th e  first iteration, 

the calibration for the two detectors was determined based on the  p a tte rn  th a t was 

directly  m easured by S803 and S804. This is only an approxim ate calibration, since 

S803 and S804 measured images of the  masks, which were affected by the varying 

angles of the beam  particles as they passed through the masks. To correct for these
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Figure 3.7. Diagram of the interm ediate image cham ber showing S803. S804 and the 
two masks for a  calibration run. The imaging of the  masks is carried out w ith E l 
as th e  trigger in the focal plane. For the actual d a ta  runs, the masks were lowered 
com pletely out of the beam.

effects on the calibration of the detectors, the angles measured by S803 and S804, 

based on these prelim inary calibrations, were used to reconstruct the positions of 

the beam  particles a t  the locations of the masks themselves. For instance, the 

position of the beam  particles in the dispersive (x) direction a t the two masks wrere 

reconstructed in the following way:

where xm3 (xm4) is the  position a t the S803 mask (S804 mask), x803 and x 804 corre­

spond to the positions a t S803 and S804, respectively, D 34 is the distance between

*̂ m3

^m4

* (Dm3) -I- Xg03

*  ( O m ^ )  +  3-804 (3.20)
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Figure 3.8. D iagram  of the masks used for calibrating (a) S803 and (b) S804.

5803 and S804, D m3 is the distance between S803 and its mask, and D miI is the 

distance between S804 and its mask. A similar calculation was made for the non- 

dispersive (y) direction a t the two masks. Once the beam particles had been tracked 

to the location of the two masks, the calibrations for S803 and S804 were then ad­

justed so as to recreate the proper spacing between the holes for both  masks. These 

images can be seen in Figures 3.9(a) and (b) for the S803 m ask and the S804 mask, 

respectively. From these images, it became evident th a t the  response of S803 and

5804 in the drift direction was non-linear toward the edges of the  detectors as in­

dicated by the arrows in Figs. 3.9(a) and (b). Since the m easured position in this 

direction is dependent on the tim e it takes the electrons produced with the passage 

of the beam particle to  drift down to the anode wire, the non-linear response of 

the detectors was a ttrib u ted  to non-uniformities in the electric field produced by 

the anode wire. To correct for this effect in the detectors, the  positions for the set 

of four holes in the m ask patterns which were aligned parallel to the y-axis (pad
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direction) were m easured for both  masks. A quadratic  correction term  was then 

applied to the m easured x-position for both S803 and S804 as a function of the 

event's location in the y-direction in each detector based on the observed curvature 

in the mask p a tte rn  for this set of four holes. T he effect of these corrections on the 

projected mask p a tte rns can be seen in Figures 3.9(c) and (d) for the S803 mask 

and S804 mask, respectively.

W hen in coincidence w ith each other, the two C R D C  s measured the position and 

angle of the incident beam  prior to  entering the second set of dipoles in the analysis 

line. These measurem ents, along with knowledge of the magnetic fields of the dipoles 

and quadrupoles in the analysis line, allowed us to  perform  ray reconstruction using 

the particle optics code COSY INFINITY [43] in order to  determine the position 

and angle of the incident beam  a t the target on an  event by event basis. T h is will 

be discussed further in the next chapter.

3.4 Target Cham ber

After passing through the analysis line, the beam  was then focused onto  a  1.94 

m g/cm 2 CD2 target, located in the target cham ber of the S800 spectrograph. The 

target was m ounted on an aluminum frame with a 3 cm diam eter hole which defined 

the available surface area of the target, and was placed on a movable ta rg e t ladder 

m ounted at the bo ttom  of the  target chamber. T he average secondary beam  ra te  

on targe t was about 7,000 particles/second based on measurements provided by the 

BLT.

A series of silicon surface barrier detectors were placed inside this cham ber to 

detect the outgoing protons from the (d,p) reaction as shown in Figure 3.10. The 

detectors were placed a t backward scattering angles in part because of the use 

of inverse kinematics to  produce 10Li. Since the m otion of the center of m ass of
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Figure 3.10. Diagram of the  S800 target chamber

the reaction is forward, the subsequent p ro ton  energies in the lab decrease as a 

function of increasing angle. W ith an  incident 9Li energy of 19.7 M eV/A, the  proton 

energies were calculated using the kinem atic code PK IN  to range from 80 MeV a t 

forward angles in the lab to  2.5 MeV a t backward angles, shown as the solid curve 

in Figure 3.11. Hence, the  detectors were placed a t angles where the proton energy 

was low so as to  com pletely stop in the detectors.

An additional benefit to placing the  p ro ton  detectors a t backward scattering 

angles is th a t very little  background was expected from other interactions between 

the beam and the  target. This is evident in Fig. 3.11 which shows the calculated 

kinematics of the outgoing deuteron for the 9Li -I- d  elastic and inelastic scattering 

reactions, which are  the reactions m ost likely to  produce light nuclei a t  backward 

angles. Since there m ay have also been a  small proton contam ination in the CD2, 

the 9Li +  proton scattering  reactions are also shown in Fig. 3.11. In  all these cases,

4 9
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Table 3.1. Optical model param eters used in the FRESCO  calculation shown in 
Fig. 3.12.

System Vr* R r b Or IV,c R tb a, R c b
9 Li +  d 74.03 2.58 0.736 11.67 2.58 0.736 2.58
10 Li +  p 57.82 2.63 0.625 15.63 2.95 0.33 2.37

“Volume Woods-Saxon Potential 
6 Actual Radius (fm)
“Surface Woods-Saxon Potential

the kinematics of the reaction are insufficient to produce a light nucleus at backward 

scattering angles.

A final reason for placing the detectors a t backward angles was due to the fact 

th a t the initial calculations for the angular distribution of the 9Li(d,p) reaction were 

peaked a t forward center of mass angles for the cases where an s-wave virtual s ta te  

or a p-wave resonance was populated in l0Li. These calculations were performed 

using the coupled-channels code FRESCO [31] assuming an incident 9Li energy of 

180 MeV. The calculation used two separate optical model potentials to describe 

the 9 Li -1- deuteron interaction (entrance channel) and the 10Li -I- proton interaction 

(exit channel). Due to the fact th a t no optical model param eter sets exist for the 9Li 

+  deuteron or the 10 Li +  p ro ton  systems, optical model param eters from other nuclei 

having a similar mass to  either 9Li or 10Li were chosen for use in the calculation. 

Figure 3.12 shows a sample calculation that was performed using a 9Be -I- deuteron 

param eter set for the entrance channel and a 9Be 4- p ro ton  param eter set for the 

exit channel taken from Ref. [44], along with the angles th a t the various silicon 

detectors were sensitive to. The optical model param eters used in the calculation 

shown in Fig. 3.12 are listed in Table 3.1. If the calculation in Fig. 3.12 is correct, 

then a determ ination of the angular momentum of th e  s ta te  or states populated 

in the 9Li(d,p) reaction m ay be possible based on the angular distributions of the
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Figure 3.11. P lo t of the energy of the p ro ton  as a  function of its scattering  angle 
in the lab for the 9Li(d,p) reaction (solid curve) in comparison with the kinem atics 
of the lighter recoiling nuclei from potential background reactions between the 9Li 
beam and the C D 2 target. The arrows indicate the range of angles covered by the 
silicon detectors in the  target chamber. All of the kinematics were calculated using 
the code PK IN  assum ing a 9Li incident energy of 19.7 MeV/A.
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Figure 3.12. Calculated angular distributions for populating an  s-state (dark curve) 
or a p-state (red curve) in  10Li for the 9Li(d,p) reaction. T he dashed lines indicate 
the range of angles covered by each of the silicon detectors.

protons measured in th e  various silicon detectors since th e  behavior of the s-wave 

virtual sta te  or p-wave resonance are different a t angles near 90° in the center of

mass.

3.4.1 CD detectors

Two of the silicon detectors, labeled CD1 and CD2, were double sided silicon 

strip  detectors, 300 /xm an d  500 fxm thick, respectively, w ith  a geometry similar to  

th a t of a  ‘com pact-disc’. Each detector has an  inner diam eter of 48 mm, an  outer 

diam eter of 96 mm, 16 rad ial strips (sectors) which m easure the azimuthal angle, 0,
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and 16 circular strips (rings) which measure the scattering angle. 6. Since every ring 

and sector produces a signal corresponding to  the energy deposited in the  detector, 

each ring and sector was processed individually in the electronics. (See Figure 3.13) 

The position of the detected particle was determ ined by which ring and sector were 

triggered in a given event. On occasion, multiple rings or sectors would fire during 

a given event due to  either the presence of random  noise above threshold in the 

electronics, or due to cross talk  between adjacent rings or adjacent sectors. W hen 

this occurred, the ring, or sector, closest to the detected particle would have the 

largest signal relative to the other rings or sectors triggered in the same event. The 

location of the detected particle was then determ ined by the intersection of th a t 

ring and the sector which produced the strongest signal for th a t given event. This 

method of determ ining the position of the detected event thus limits th e  angular 

resolution of the CD detectors to  the width of a single ring. In the experim ental 

setup shown in Fig. 3.10, C D l was 17.1 cm from the target subtending the  angles 

from 164° to 171° in the lab (4.9° to 2.7°, respectively, in the center of m ass), and 

CD2 was 8.1 cm away from the target subtending the angles from 150° to  163° in 

the lab (9.5° to 5.2°,respectively). At these distances from the target, each ring on 

C D l covers 0.5° in the lab (~  0.2° in the center of mass) while a ring on CD2 covers 

0.9° (~  0.3° in the center of mass).

3.4.2 Silicon S trip  Array

In addition to  the two CD detectors in the target chamber, six silicon strip  

detectors. 5 cm x 5 cm in active area, were placed in the Silicon Strip A rray shown 

in Fig. 3.10. Each detector in the array was 300 fim thick, having 16 resistive 

strips on the front of the detector which faced the target as well as a  single strip  on 

the back of the detector which was used to measure the total energy' deposited in
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the detector. W hen a  particle encountered a  resistive strip, the resultant signal was 

measured on bo th  ends of the resistive strip , labeled as ;In! and ’O ut' on Figure 3.14. 

( In' refers to the  side of the detector which measured the angles closest to 90°. 'O u t' 

refers to the side closest to 180°.) The s treng th  of the signal measured on one end of 

the strip was thus dependent on how far away the particle hit from th a t side of the 

detector as well the to ta l amount of energy deposited into the strip. T he position 

along an individual strip . x strip, was determ ined by taking a ratio  of the  am ount of 

energy detected  on one side of the strip  to  the to ta l am ount of energy deposited in 

the strip:

Xstrip =  I n  +  O ut  (3’21)

U nfortunately in  th is experiment, many of the resistive strips had only one side 

producing a reasonable signal due to problems in the electronics. However, it was 

discovered th a t the  position along the s trip  can still be determ ined when having 

only one side of the  s trip  available by using the signal measured on the  back of the 

detector as a m easure of the to tal energy deposited in the strip. The relationship

between the position along the strip  and th e  signal from one side of the  s trip  was

then related by the  equation:

Xstrip = ~Back (3‘22)

where Back is the  m easured signal from th e  back of the detector. The s trip  position, 

as calculated by either method, coupled w ith  the knowledge of which s trip  was hit 

during the event, provided a measurem ent of where the incident particle hit the

detector.

The dow nstream  edge of the Silicon S trip  A rray was located 42.4 mm away from 

the target. At th is location, the radial d istance from the center of each detector 

to the beam  axis was 9.11 cm. The detectors were mounted in the array  a t an
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Figure 3.14. Schematic diagram  of the Silicon Strip  A rray as seen by the target. In 
the diagram, the  incident beam  is coming out of the page. Note th a t Strip D etector 
# 5  was not used in the experiment.
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angle of 55.3° w ith respect to  the beam axis w ith the  resistive strips pointed along 

the  direction of the beam  axis as illustrated in Fig. 3.14. In this arrangem ent, the 

m easurem ent of the scattering  angle was mostly dependent on the position along 

the strip  rather th an  on which strip was hit by th e  particle. This provided an 

optim al way for m easuring the scattering angle assum ing th a t the resolution of the 

position of the incident p ro ton  along the strip  was b e tte r th an  the 3 mm separation  

between adjacent strips. (See Table A.3 for strip  position resolution.) W ith  this 

arrangem ent, each detector in the array subtended 115° to 145° in the lab (25.6° to  

11.3°. respectively, in th e  center of mass).

3.4.3 Calibrating the  silicon detectors

At one point during the  experiment, all of the silicon detectors w'ere calibrated 

using a 0.1 //Ci 241 Am a  source which was placed on the  target ladder and centered 

on the beam axis for the  calibration runs. During m ost of the data  runs when the  

C D 2 target was in place, the  241 Am source w'as located 6.1 cm below the optical axis. 

Because the 241 Am source only produces a  particles ranging from 5.33 MeV to 5.48 

MeV . w'hich appeared as one peak in the energy' spectra  of the silicon detectors, 

it was only possible to  perform  a one point calibration on the detectors w ith th is 

source. To improve this situation, a second set of calibrations was perform ed a t 

th e  end of the experim ent using a 20 nCi mixed source containing 148G d as well 

as 241 Am. The presence of 148Gd in the mixed source produced a 3.18 MeV a  

partic le in addition to  th e  a  particles produced by the 241 Am which thus allowed for 

a  two point calibration to  be m ade for the  silicon detectors. In addition, because 

the  3.18 MeV a  is em itted  from the ground s ta te  of 148Gd [45], and hence has an 

extrem ely narrow intrinsic w idth, the resolution of all of the detectors could now be 

determ ined based solely on the measured w idth of the  detected 3.18 MeV a  particle.
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For reference, the measured widths for the 3.18 MeV a  line in the  sectors of CD l 

and CD2 are given in Table A .l and for the strip  detectors in Table A.2. In general, 

the resolution of the sectors of the two CD detectors ranged from 58 keV to 197 keV 

FWHM (for the  3.18 MeV a  particle), and from 38 keV to 83 keV FW HM for the 

strip detectors.

In addition  to calibrating the energy spectra of the strip  detectors, the strip 

positions were also calibrated for all of the detectors using the mixed a  source. To 

calibrate the  position measurements along the strips, masks were m ounted on the 

array approxim ately 2 cm in front of each of the 5 working strip  detectors. Each 

mask had a series of slits, 1.6 mm wide, which were oriented perpendicular to the 

strips on the detector. Figure 3.16(a) shows a  schematic diagram  of the masks used 

for calibrating the  strip  positions. The edge to edge separation between consecutive 

slits was 3.0 mm. except for one location where the center to center separation 

between slits was 6.0 mm. This larger gap provided an asym m etry in the mask 

pattern  to ensure th a t the orientation of the detector as m ounted in the array was 

unambiguous. Furtherm ore, each mask was arranged so th a t the first three slits were 

placed by the  edge of the detector closest to  the target. (Labeled ‘In ' in Fig. 3.14)

A typical calibration spectra using the m ethod in Equation 3.21 for determining 

the position is shown in Figure 3.16(b) which shows the mask p a tte rn  as measured 

by strip #1 1  in S trip  Detector # 3 , while Figure 3.16(c) shows the spectra for strip 

#11 in S trip  D etector # 1  using Equation 3.22 to determine the  strip  position. 

Because a num ber of the individual strips had missing or poor signals on one end, 

the determ ination of which method to  use was done for every individual strip. When 

it was possible to  use either method to determ ine the strip position for a  given strip, 

the s tandard  m ethod illustrated in Eqn. 3.21 was chosen.
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Figure 3.16. (a) Schematic diagram  of the masks used to  calibrate the strip  position. 
The first three strips were located a t the edge of the detector closest to the target, 
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described in equation 3.21. (c) Mask pattern  for strip  #11  on Strip Detector # 1  
using m ethod described in equation 3.22.
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The resolution of the measured s trip  position for each individual s trip  was cal­

culated by sub tracting  the intrinsic w idth of the slit, which was taken to  be 1.6 mm 

FW HM. from the  average measured w idth  of the slits for a given s trip  in quadrature, 

ie:

where ares is the resolution of the strip . crmeas is the average m easured w idth of the 

slit. The position  resolution for all strips in the strip detectors are presented in Ta­

ble A.3 along w ith the method th a t was used to  determine the position for th a t strip. 

In general, the  resolutions of the strips ranged from 0.5 mm to 2.3 mm (FW HM ).

3.5 S800 spectrograph

After the 9Li secondary beam encountered the CD2 target and  subsequently 

produced the  unbound 10Li nucleus, the outgoing 9Li nucleus resulting from the 

breakup of 10Li entered the S800 spectrograph and was detected by a  series of 

detectors in the focal plane. Before discussing the details of the detectors used in 

the focal plane of the S800, a brief overview of the specifics of the S800 spectrograph, 

and m agnetic spectrographs in general, will be given.

The m ain reason for using m agnetic spectrographs to detect charged particles is 

to perform high-resolution measurements of the momentum and energy of a  charged 

particle by correlating its momentum to a particular position a t th e  focal plane of 

the spectrograph. This allows for the substitu tion  of a m om entum  m easurem ent by 

a position m easurem ent. The basic principle behind the workings of the magnetic 

spectrograph is the utilization of a strong uniform magnetic field to bend beam 

particles into a circular path with a  radius p, based on the partic le 's momentum. 

The relationship between the m om entum  of a charged particle and  radius of the

(3.23)
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p a th  that the particle is bent by the m agnetic field is given by:

m v
" ~ H E  ( 3 2 4 )

where m.v  and q are the  mass, velocity and charge of the particle, respectively and 

B is the strength  of th e  applied magnetic field [15]. By placing a position sensitive 

detector a t the exit of the spectrograph, one can m easure how much an individual 

particle was bent based on its position in the focal plane detector. This m easurem ent 

of the particle's position in the focal plane along w ith knowledge of the streng th  of 

the magnetic field w ithin the spectrograph provides a precise measurement of the 

m om entum  of the beam  particle.

This simple picture of a magnetic spectrograph develops complications when 

dealing with the actual m agnetic fields of the m agnets used in the spectrographs 

due to the fact th a t the fields produced by these m agnets are not completely uniform. 

Any variances in the m agnetic fields, due prim arily to  im purities in the m aterial of 

the  magnet, causes higher order effects, or aberrations, to occur in the m otion of 

the  particles w ithin the spectrograph. If these aberrations are strong enough, the 

position of the particle in the dispersive direction of the focal plane no longer depends 

solely on its m om entum  bu t on other param eters of its m otion as well. In the case 

of the S800, these problems become magnified due to  the fact tha t the S800 has a 

relatively large angular acceptance. Because the variances in the magnetic field tend 

to  increase toward the edges of the magnets, if a  particle is allowed to transverse the 

spectrograph away from the center of the m agnets, the effects of these aberrations 

on the motion can be quite strong. To correct for the  effects of these aberrations on 

the measurement of a  partic le’s momentum, it is necessary to  measure not only the 

position of the particle in the focal plane, bu t the angles exiting the spectrograph as 

'well. W ith knowledge of the specifics of the spectrograph in terms of the physical 

dimensions of the m agnetic elements as well as the  m agnetic field settings of these
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elements, one can then reconstruct the trajectory of the incoming particle as it 

entered the spectrograph based on measurements made in the focal plane [46].

The S800 spectrograph consists of two superconducting quadrupoles. labeled 

Q 1 and Q2 in Fig. 3.4, and two 75° superconducting dipoles D l and D2 which 

have a m om entum  dispersion of 9.6 cm /%  relative to the central m om entum  of the 

spectrograph. The total m om entum  acceptance of the S800 is 5%. which implies 

th a t only those particles which had a momentum within ±2.5%  of the momentum 

of the particle which traverses the center of the spectrograph are detected in the 

focal plane [40]. Because of the large difference in momentum between the 9Li direct 

beam and the outgoing 9Li nuclei from the breakup of 10Li. the field settings used 

in the spectrograph to detect 9Li from the (d.p) reaction were too weak to bend the 

direct beam  up to the focal plane. Hence, during the experiment, it was necessary to 

use a different spectrograph setting when taking direct beam d a ta  th an  the setting 

used to take actual data.

The apertures of Q l, Q2 and D l are relatively large, which translates into a 

large angular acceptance into the spectrograph. The effective angular acceptance 

for the spectrograph is approxim ately ±3.5° in the dispersive direction relative to the 

center of the spectrograph, and ±5° in the non-dispersive direction [40]. W ith  the 

spectrograph centered a t 0° for the entire experiment, this translated  into complete 

coverage of the scattering angles from 0° to 3.5° in the lab for the outgoing 9Li 

particle, and partial coverage from 3.5° to 5° in the lab. The angular range of the 

spectrograph translates into a  complete coverage of the center of mass angles for 

the outgoing 10Li nucleus from 0° to  28° assuming th a t the breakup angle between 

the 10Li nucleus and the detected 9Li nucleus is small.

W ithin  the focal plane of the spectrograph, two tracking detectors as well as 

an ion cham ber and scintillator (labeled IC and E l in Fig. 3.4, respectively) were
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used to  measure the 9Li particles as they exited the spectrograph. T he tracking 

detectors were two large CRDCs. labeled S801 and S802, separated by 1 m eter as 

shown in Figure 3.17. Each CRDC in the focal plane had an active area of 30 

cm x 59 cm, an active dep th  of 1.5 cm, and was filled with a gas m ixture of 80% 

CF.i and 20% C4H 10 a t  a pressure of 138 Torr. The detectors were arranged in 

the focal plane with the  pad direction, containing 224 cathode pads, parallel to  the 

dispersive direction of th e  spectrograph. Ju st as had been done with S803 and S804, 

pulser runs were performed to gain m atch the pads. In addition, m ask runs were 

performed to calibrate the  detectors by setting the dipoles of the spectrograph to 

bend the direct 9Li beam  up to  the focal plane. Unlike the mask calibration rims 

performed with S803 and  S804, the masks in this case were located directly in front 

of the detectors which m ade the calibration procedure straightforward to  do.
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A com plication developed during the experiment which affected the performance 

of S801 and S802 for a portion of the experiment. At the early stages of the ex­

perim ent, prior to the time when the two detectors were calibrated, it was noticed 

th a t th e  am ount of gas flowing th rough  S801 and S802 was lower than  the normal 

operating  conditions for these detectors. A low rate of gas flow through the CRDC's 

can affect the performance of the  detector in terms of it's  resolution and efficiency 

for detecting  charged particles since it allows for the possibility for impurities to 

develop in the  gas as a  result of the interaction of the gas w ith  the walls of the 

cham ber. Since any change in the  properties of the fill gas can have an  immediate 

im pact on the behavior of the CRDC, it was quite possible th a t  the change in the 

flow of gas through S801 and S802 affected the measurement of the position in the 

focal plane. In particular, the change in the  gas would have had an im pact on the 

m easured positions and angles in the non-dispersive direction of the spectrograph 

since it  was measured by the drift tim e of the electrons through the gas.

T he behavior of these detectors around the time when the gas flow was changed is 

shown in Figures 3.18(a) and (b) in which the raw TAC signals from S801 and S802, 

respectively, are shown as a function of tim e as determined by the num ber of buffers 

w ritten  onto tape  starting with the  first 9Li(d,p) reaction run taken onto tape, which 

was R un  # 1 2 . The gas flow to S801 and S802 was altered before Run #18  which 

is indicated by the arrow in Figs. 3.18(a) and (b). As shown in these two figures, 

the behavior of the two detectors is quite non-linear a t the tim e when the change in 

gas flow occurred. Additionally, the  center of the distributions in the two detectors 

drifted for a  period of time after the  change in gas flow until eventually reaching a 

stab le poin t around Run # 34 . To rule ou t the possibility th a t  the observed drift 

was due to  an actual drift in the incident beam in this direction, the distribution of 

the beam  in the non-dispersive direction as measured by S803 and S804 is shown
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in Figs. 3.18(c) and (d) for th a t same period of time. W hile a change in the beam  

intensity is evident in S803 and S804. the center of the beam  distribution rem ained 

a t essentially the same position on the detectors in comparison to the center of the 

distribution in S801 and S802. Since the incident beam showed no sign of a drift, 

and since the apparent drift in S801 and S802 coincided with the recorded change 

in gas flow, it was concluded th a t the drift seen in S801 and S802 was due to  the 

focal plane detectors only and not due to  changes in the incident beam.

To ensure th a t the  measurements in the focal plane remained consistent through­

out the experiment, it was necessary to correct this apparent drift in the two TACs 

as a function of tim e so th a t the absolute positions of the particles could be properly 

determ ined for the runs in question. This correction was determ ined by perform ing 

a weighted fit to  the measured position d istribution as a  function of the num ber of 

buffers starting  w ith Run # 1 8  as shown in Figures 3.19(a) and (b) for S801 and 

S802, respectively. Once the behavior of the drift in both  detectors was determ ined, 

an  appropriate correction to the offsets of each detector was then applied as a fimc­

tion  of when the event was written to tape. The effect of the corrections to  the 

detectors was to adjust the center of the measured distribution in the y direction 

for the runs in question to  the position it was measured a t after Run # 3 4  when the 

detectors produced a  stable output. The results of these corrections are presented 

in Figures 3.19(c) and (d) showing a relatively flat distribution for both  S801 and 

S802 with the w idth of the distribution rem aining fairly constant as a  function of 

tim e. A similar m ethod was applied to determ ine a correction in the offset for the 

runs prior to Run 18 as well which also showed a  drift in the two detectors. (See 

Figs. 3.18(a) and (b) for the initial drift prior to  Run #18)

Once the particles passed through S801 and S802, they passed through th e  ion 

cham ber and were completely stopped within the  E l scintillator. The ion cham ber
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Figure 3.18. Plot of (a) S801 TAC and (b) S802 TAC as a function of time as mea­
sured by the number of buffers w ritten  to  tape starting with Run # 12  in comparison 
to the pad response in (c) S803 and (d) S804 over th a t same tim e period. The plots 
correspond to the behavior of the CRD C's over a  period of approximately 75 hours 
in time. The arrows indicate when Run # 18  and Run # 3 4  occurred relative to  Rim 
# 12.
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Figure 3.19. P lo t of the initially measured y-position in  (a) S801 and  (b) S802 as 
a  function of the num ber of buffers from Rim # 1 8 .  T he solid line represents the 
5 th  order polynom ial weighted fit used to  described th e  drift as a  function of buffer 
number. The effects of the correction are shown in (c) and (d) for S801 and  S802, 
respectively.
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and E l scintillator were used as a  A E - E telescope to identify the particles by 

m easuring the am ount of energy the  particles lost in the gas of the ion chamber as a 

function of the am ount of rem aining energy the particles deposited in the scintillator. 

T he ion cham ber was 41 cm deep and filled with P10 gas a t a  pressure of 304 Torr, 

and  divided into 16 separate segments. The amount of energy the particles lost 

w ithin the gas could be measured for each individual segment of the ion chamber. 

Because of the high energy of the  9Li particles entering the ion cham ber, it was 

sufficient for the purposes of particle identification to ju st average the signals from 

the segments to  produce an appropriate A E signal. In Figure 3.20(a), the A E 

vs E plot for the direct beam  is presented, showing a clear identification of 9Li, 

which consisted of 88% of the beam , from the small am ount of background th a t 

was present. The background group was identified as 9Be in the 3 +  charge state  

which was probably knocked out of the production target. Since 9Be3+ has the same 

charge to  mass ratio as 9Li, the A1200 was unable to  separate it from the  beam. 

However, because of the good separation  between the two groups in the A E  vs E 

p lo t as well as the AE vs tim e of flight p lo t shown in Figure 3.20(b), the background 

th a t  was present in the beam was easily gated out in the analysis.
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Figure 3.20. Plot of the Ion Cham ber signal as a  function of the (a) signal in E l and 
(b) BLT TAC for the direct 9Li beam  as measured in the focal plane of the S800.
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CHAPTER 4

ANALYSIS

4.1 Overview

T he goal of this experim ent was to  study the structure of the 10 Li nucleus by 

perform ing a kinematically com plete reconstruction of the 9L i(d ,p )10Li reaction on 

an event by event basis. This reconstruction can only be properly performed once 

the detectors in the analysis line of the S800, the silicon detectors w ithin the target 

cham ber, and the detectors w ithin the S800 focal plane are well understood and 

properly gated to eliminate any background processes which m ay have occurred 

during the experiment. This entailed the  coordination of approxim ately 800 separate 

channels of information from four different locations for the various detector systems. 

An additional complication in analyzing the data  was the fact th a t  m any of the  

param eters of interest, such as th e  incident angle of the incoming 9Li beam  as well 

as the  scattering angle of the outgoing 9Li particle were determ ined based on the  

calculated motion of the charged particles through the m agnetic elements of the  

S800 spectrograph and analysis line. Since this information was needed in order to 

reconstruct the breakup of 10Li, it is necessary to ensure th a t the  calculations were 

perform ed accurately and agree w ith the measured motion of the beam.

To calculate the m otion of th e  beam  through the various beam  line components, 

the code COSY INFINITY[43] was used to  produce transfer m aps which transform  

an initial set of coordinates to  a  final set of coordinates located a t various points
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along the beam line. These transfer maps are multidimensional m atrices which 

characterize the m otion of the beam through th e  elements of the S800 analysis 

line and spectrograph based on the fact th a t the  m otion of a charged particle is 

determ ined by the Lorentz force:

F  = Q{E + 0 x B )  (4.1)

where Z  and 0  are the  charge and velocity of the charged particle, respectively, and 

E  and B  are the applied electric and magnetic fields, respectively. COSY calculates 

the effect that each electrom agnetic device has on the  motion of the beam  particle 

based on the physical dimensions and the field streng th  within a  beam line element, 

as well as the spacing between the individual elements. The physical dimensions for 

all of the magnetic elem ents w ithin the analysis line and spectrograph were provided 

by the NSCL. In addition, the strengths of the m agnetic fields in the various beam  

line components were m easured by NMR probes a ttached  to each element and were 

periodically recorded in the log book.

In characterizing th e  m otion of the beam particles through the various elements 

of the beam line, a  generalized coordinate system  was used which described the 

relative motion of the particles about a central reference trajectory th roughout the 

beam  line. This coordinate system was not fixed in physical space, but ra th er was 

defined relative to  the  central trajectory of the beam  line. Furthermore, th e  m otion 

of the  particles was calculated not with respect to  tim e, but rather w ith respect to 

the p a th  length, 1. By choosing the path length as the independent variable, the 

coordinates of the particle could be calculated from an initial set of coordinates to 

any point along the beam  line. A diagram of th is coordinate system is shown in 

Figure 4.1 where the x and y positions of a beam partic le having a m om entum , p, are 

defined as the position of th e  beam in the dispersive and non-dispersive directions 

of the beam line, respectively. Because the S800 bends particles in the  vertical
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direction, the x-axis is defined vertically a t the target w ith + x  corresponding to the 

ceiling and the y axis is defined horizontally with + y  corresponding to beam right. 

In Fig. 4.1. the angles a and b are defined as:

ta n  ( a ) = p x/p ,  (4.2)

ta n  (6) =  py/p .  (4.3)

where px and py are the m om entum  of the particle in the x and y directions, re­

spectively. and pz is the m om entum  of the particle along the reference trajectory

of the beam  line. The angles a and b are related to  the angle 6 used in spherical 

coordinates by:

9 =  tan  1 ( -v/(tana)2 +  (tan li)2) (4-4)

This relationship is useful when determ ining the scattering angle of the particles 

th a t entered the spectrograph. A fifth variable used in th is coordinate system. 5E, 

measures the energy of the beam  relative to the energy for the m otion along the 

central tra jectory  of the beam line. Specifically:

s E  -  Ea
$ e  =  — £ —  (4.o)

where E is the energy of the beam particle, and E 0 corresponds to  the central energy 

of the beam  line.

Once the initial coordinates of the beam have been described in terms of this 

coordinate system, the final coordinates can then be expressed in the transfer m ap 

as a Taylor expansion of the initial coordinates. For instance, the final position in 

the non-dispersive plane, yj,  can be w ritten as:

y j  f  di,Vi,bi,

=  (j/|z)xi +  (y\a)ai +  (y\y)yi +  (y\b)bi +  (y \x x )x f  +  (y\xa)xia^ +  . . .  (4.6)
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Figure 4.1. Diagram of the coordinate system used to measure the motion of a  beam  
particle with m om entum  p  through the beam line.

is an example of a  2nd  order Taylor coefficient [47]. The order of the calculation 

determines the highest order of the coefficients considered in producing the transfer 

map. In the analysis of this experiment, 2nd order COSY maps were used to describe 

the motion of the beam  through both the spectrograph and the analysis line.

4.2 Analysis of Experim ental Systematics

4.2.1 S800 spectrograph

The purpose of using a COSY generated transfer map when analyzing th e  d a ta  

from the S800 spectrograph is to  transform the m easured positions and angles of the  

particles in the focal plane into a measurement of the beam at the target location. 

In calculating the appropriate transfer m ap for this transformation, COSY first 

calculates the forward m ap from the target to the focal plane and then inverts 

the forward map in order to get the target param eters expressed in term s of the

where

(4.7)
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focal plane coordinates. Since the  detectors within the focal plane. S801 and S802, 

only measure four of the five param eters used to describe th e  m otion of the beam, 

nam ely xfocal-. afocal-. Vfocal and 6focal? the target reconstruction is limited to four 

param eters. Three param eters which were always reconstructed a t the  target were 

o-target-. Utarget- and btarget. T he fourth  param eter reconstructed was either the energy 

of the  particle. SE- or the position of the  particle in the dispersive direction. x taTget. 

The reconstruction of either of these two target param eters depends strongly on 

x  due to the m om entum  dispersion of the dipoles in th e  spectrograph. In other 

words, xfocai measures a  com bination of the particle's initial position and its energy. 

Because of this, certain assum ptions m ust be made in order to  reconstruct either Se 

or x target- W hen 5e is reconstructed a t the target, it is assum ed th a t the beam spot 

size a t the target is very small in the  dispersive direction, thus having a  negligible 

effect on measured xfocal position. Conversely, when reconstructing x target. it is 

assum ed th a t the beam is essentially monoenergetic so th a t  th e  measured xfocai 

position is only dependent on x target-

In this particular experim ent, however, the assum ption th a t  the  beam  was mo­

noenergetic was quite unrealistic since the incident beam for alm ost all of the d a ta  

runs had an approximate 2% spread in energy. Because of th is fact, the recon­

struction  of Xtarget using the  focal plane param eters is inherently  flawed. One can 

a tte m p t to  circumvent the assum ption th a t the beam be m onoenergetic in recon­

structing  x targct by using the calculated energy dispersion in the  focal plane from 

the COSY forward m ap to  convert the  measured xfocai into a  m easure of the energy 

of the  particle. However, in reconstructing x target in this m anner, two param eters 

used in the reconstruction are determ ined using only one m easurem ent. This sub­

sequently causes a correlation to  exist between x target and 6e  which is arb itrary  and 

not necessarily representative of th e  data .
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While the assum ption of a  monoenergetic beam  is not appropriate in this experi­

ment. the assum ption of a  small beam spot a t the  target was relatively accurate due 

to the fact th a t the beam  was brought to a focus in the dispersive direction a t the 

target. Furtherm ore, x/ocai has a stronger dependence on the energy of the particle 

th an  on its initial position due to the energy dispersion of the dipoles w ithin the 

spectrograph. Hence, the ability to reconstruct 5e a t the target using the spectro­

graph was much m ore accurate than attem pts to  reconstruct x target.

To increase the accuracy of the transfer maps in determ ining the m otion of the 

particles through th e  spectrograph, the fringe fields for bo th  of the dipoles. D l and 

D2 . as well as the quadrupoles, Q l and Q2, w ithin the spectrograph were included 

in the  calculation of the transfer maps. The fringe fields are described in COSY 

using an Enge function which has the form:

F(z )  =  ----------------------\----------------t - t t t  (4.8)
1 +  exp ai + ao-p +  . . .  + a g ( ^ )

where 2 is the d istance from the effective boundary of the magnetic field. D  is the 

diam eter of the specific elem ent’s aperture, and a\ through a6 are called the Enge 

coefficients [46]. For each of the four m agnets w ithin the S800 spectrograph, a 

separate set of coefficients for the Enge function was determ ined for each aperture. 

These Enge coefficients were determined by fitting the magnetic field d istribution 

along the central axis of a  given magnet sta rting  a t  the point outside the m agnet 

where the m agnetic field streng th  was negligible and ending at the center of the 

m agnet. For a  given spectrograph setting, then, eight sets of Enge coefficients were 

determ ined to describe the fringe fields within th e  spectrograph.

The magnetic field distributions th a t were used as the basis for this fitting pro­

cedure were interpolated from magnetic field d a ta  provided by the NSCL for each 

element within the spectrograph. For a  given m agnet, seven different sets of m ag­

netic field d a ta  were provided with each da ta  se t corresponding to m easurem ents
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of the magnetic field a t various points along the central axis of the magnet, for a 

specific current setting within the magnet. The seven different current settings th a t 

were measured covered the full dynamic range of field strengths possible in the dif­

ferent magnets. Thus, for any current setting within a specific magnet, the profile 

of the magnetic field as a  function of location relative to the upstream  edge of the 

magnetic field could be interpolated from those measurements th a t were taken a t 

nearby current settings.

A typical set of fits to  the fringe fields using the Enge function Eire shown in 

Figure 4.2 where the field strength  for each element as a  function of the distance 

from the upstream edge of the magnetic field is shown. In this figure, the solid red 

curve is the interpolated m agnetic field for the individual device while the black 

dashed curve is the fit to the field using a 4th order Enge function. Note that the 

fits in Fig. 4.2 m atch the interpolated field strength quite well as indicated by the 

residuals from each fit plotted directly above each of the m agnetic field distributions. 

The location of the entrance aperture for each device relative to the upstream edge 

of the magnetic field is indicated by the placement of the vertical axis in the residual 

plots relative to the horizontal axis in the magnetic field plots. The magnetic field 

settings shown in Fig. 4.2 were used to  measure the recoiling 9Li from the breakup 

of 10Li. Similar fits were achieved for the various m agnets when the spectrograph 

was set to measure the direct 9 Li beam.

To determine how well the spectrograph could resolve the energy of the beam 

at the target as well as the position of the beam in the non-dispersive direction, 

two different direct beam runs were performed. In one of the  direct beam runs, the 

momentum slits were reduced from a  setting which allowed a  1% momentum spread 

in the beam to a  1/4% m om entum  spread. Since the inverse transfer maps for the 

spectrograph reconstruct Se  a t  the target, and not the relative momentum of the
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Figure 4.2. Plots of the m agnetic field as a  function of the  distance traveled inside 
a given element for the  four elements of the spectrograph. The red solid curve is 
the interpolated field while the black dashed curve is the fit using a  4 th-order Enge 
function. The residuals for each fit axe p lotted  directly above each m agnetic field 
plot. The field settings shown were used w ithin the spectrograph to  m easure the 
recoiling 9Li from the  breakup of 10Li.
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particle, it was necessary to determ ine w hat this 1/4% m om entum  spread in the 

incident beam  corresponded to in term s of the energy spread in the  beam . For a 

fixed spread in momentum. 5p, th e  corresponding spread in energies is given by:

SE =  (4.9)
7

where 7  is defined in Eqn. 3.19. Since 7  is dependent on the  absolute energy of 

the particle 's motion, an absolute energy determ ination for the  beam  needed to be 

m ade based on the reconstructed Se - This determ ination is relatively simple with 

knowiedge of the bend radius, p  and m agnetic field. B. of th e  dipoles w ithin the 

spectrograph. Rearranging E quation  3.24, we find th a t for a  partic le which moves 

along the  center of the spectrograph, the momentum of the particle, p, is given by:

—  = B p  (4.10)
qe

where <7 is the charge number of the  particle passing through th e  spectrograph, and 

e is the electric charge of the electron. If the product Bp is expressed in units of 

Tesla-meters, then Equation 4.10 becomes:

3.3356(-) =  Bp  (4.11)
Q

where p  is in units of G eV /c [47]. For this particular direct beam  rim, the magnetic 

fields of the dipoles were m easured by the  NMR probes to  be 0.6845 T . W ith a 

known bend radius for the dipoles in the S800 of 2.8028 ±0.0056 m eters [48], the

central momentum for a fully stripped  9 Li particle moving th rough  the center of

the  spectrograph is 1.7264 G eV /c. This translates to a central energy, E a, of 175.4 

MeV for 9Li. Solving Equation 4.5 for E, we find

E  = E 0 +  E 06e  (4.12)

In Figure 4.3 the reconstructed Se  for the 1/4% m om entum  rim  is shown, having 

a centroid of 0.96% which transla tes into an incident 9Li beam  energy of 177.08 MeV.
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This implies th a t 7  =  1.021 from Equation 3.19. W ith  the value for 7  now known, 

we find from Equation 4.9 th a t the 1/4% spread in momentum corresponded to  a 

0.495% spread in energy. The resolution of the incident beam can be deduced based 

on the measured w idth of the reconstructed Se distribution of 0.500% (FW HM ). 

By subtracting this measured width from the known energy spread of the beam 

in quadrature, the resolution of the beam energy' was determined to  be 0.071% 

(FW HM ) which is in relatively' good agreement w ith the energy resolution of 0.054% 

(FW HM ) predicted from the COSY transfer maps. The slight discrepancy between 

the calculated and the measured resolution of the beam  is a ttribu tab le  to  the m ethod 

in which COSY determines the resolution of the  spectrograph based on the incident 

beam  profile. COSY calculates the ability of the  spectrograph to  resolve the energy 

of the beam  by random ly selecting a  specific num ber of rays from an  incident beam  

profile th a t has been entered as input to  the code, and tracing them  through the 

spectrograph [49]. Thus, the resolution th a t is calculated in COSY is dependent 

on the beam profile th a t is selected and is therefore susceptible to system atic error. 

In addition to  the system atic error associated w ith the calculated resolution from 

COSY, the m ethod used to determine the resolution of the beam from the d a ta  is also 

susceptible to  system atic error since two relatively large numbers were sub tracted  

in quadrature  to get a small number.

In the second direct beam  run, a  collimator w ith a 1/16” diam eter hole, referred 

to as the ‘hole ta rg e t’, was placed a t the target position in order to physically restrict 

the incident beam profile a t the target. Since the physical size of the hole in the 

collim ator was well known, the size of the reconstructed image a t the target provided 

a measure of the position resolution in the ta rge t reconstruction. Figure 4.4 shows 

the reconstructed y position at the target for the ‘hole ta rg e t’ run using th e  2nd 

order inverse transfer m ap. The width of the reconstructed position of the beam  in
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Figure 4.3. Distribution of the reconstructed energy a t the ta rg e t for the direct 
beam  rim w ith 1/4% momentum slits in place.

the y direction was 4.38 mm (FW HM) which is larger than  the  1.59 mm diameter 

of the ‘hole ta rg e t’. By subtracting the w idth of the reconstructed y position a t 

the target in quadrature with the known diameter of the hole, th e  resolution of the 

position reconstruction using the spectrograph was determined to be 3.9 mm in the 

non-dispersive direction (FW HM ). Due to the fact th a t in this run. the momentum 

slits were set for the full 1% m om entum  spread in the beam, a determ ination of the 

resolution in the reconstructed x targct position was not possible.

A ttem pts to improve the position and energy resolution of the  reconstructed ta r­

get image were made using 3rd and 4th order COSY maps to reconstruct the target 

param eters from the focal plane information. However, the reconstructed position 

for the ‘hole ta rg e t’ run as well as the energy reconstruction for the  1/4% momen­

tum  run using these higher order transfer maps looked virtually  identical to what
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Figure 4.4. D istribution of the reconstructed y position a t the target for the hole 
target run from the m easured focal plane inform ation.

had been reconstructed using the 2nd order transfer map. Since using the  higher 

order transfer m aps did not improve the resolution of the reconstructed position 

or energy a t the ta rg e t, only 2nd order transfer m aps were used to reconstruct the 

target param eters from the spectrograph inform ation for both  the direct beam  runs 

and the reaction runs.

4.2.2 Incident 9Li Energy Measurement

Since the spectrograph was not able to  m easure both  the direct 9Li beam  and  

the outgoing 9Li particles from the reaction a t the sam e time, it was necessary to  

measure the energy of the incident beam independently of the spectrograph. For 

this reason, the m otion of the incident beam  as it passed through the first set of 

quadrupoles and dipoles in the analysis line was studied  in order to determ ine th e
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best way to  measure the incident energy of beam based on the measured positions 

of the beam  a t the PPAC, S803 and S804.

At the center of the interm ediate image box. the beam was brought to a focus 

in the dispersive direction which caused the motion of the beam  in th a t direction 

to  depend largely on the incident m om entum  of the beam. The presence of this 

crossover point within the interm ediate image chamber is seen in Figure 4.5 in 

which the m otion in the dispersive direction for three rays w ith different incident 

m om enta (+ 1 /2%  5P (black), -1 /2%  Sp (red) and the central momentum of the 

beam  line (green)) were calculated using COSY starting  from the center of the BLT 

through the first half of the analysis line to  S804. The calculations were based on 

the measured magnetic fields w ithin the various magnetic elements in the first half 

of the analysis line. This crossover point a t the interm ediate image chamber causes 

the angle a^oz to  be strongly dependent on the momentum (and consequently the 

energy) of the incident particle. T his relationship is reflected in the d a ta  as shown in 

Figure 4.6 where the reconstructed Se  from the spectrograph is plotted as a function 

of a803 for Rim # 8  in which the d irect beam  with the 1% m om entum  slit in place was 

m easured in the spectrograph. T h e  figure clearly shows the strong linear correlation 

between Se  and ago3-

To determ ine if this correlation between Se and ag03 was consistent throughout 

the  experim ent, a  linear weighted fit was performed on the Se  vs a803 plots for three 

different direct beam runs perform ed a t various points during the experiment. In 

Fig. 4.6, the weighted fit for the  d a ta  from Run # 8  is shown as the solid line. The 

deduced slopes from these three direct beam  runs are shown in Table 4.1. From the 

three separate runs, an average slope for Se  as a. function of ago3 was determined to 

be -0.03615 % E/m r with a standard  deviation of ±1.16 x 10-3  % E/m r. This is in 

relatively good agreement with the  (a|<f£r) coefficient from the COSY transfer m ap
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Figure 4.5. Ray trace diagram of the S800 Analysis line from the BLT to  S804 for ray 
with three different momenta, -+- 1/ 2% Sp (black), - 1/2% 5P (red), and the central 
momentum (green) of the beam line. The diagram  was generated using COSY and 
assumes th a t the ray originated from a single point a t the center of the beam line.
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Figure 4.6. P lot of Se  v s  a 803 for the direct 9Li beam for Run # 8 . The solid curve 
represents the linear weighted fit used to determine the  slope of Se in terms of aso3-
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Table 4 . 1 .  Results of weighted fits to  Se  v s  a g o 3 for various direct beam  runs with 
1% momentum spread (Runs 8 and 62) and  1/4% momentum spread (R un 61).

Run # Date Slope (% E/m r)
8 1/20/98 -0.0373758

61 1/26/98 -0.0350318
62 1/26/98 -0.0360422

from the BLT to  S804 of -0.02809 % E /m r. Since the correlation between Se and 

a 803 remained quite  stable throughout the  experim ent and was in relatively good 

agreement w ith the  value predicted by COSY, the average slope was used to convert 

a8o3 into a  m easure of the incident energy of the beam relative to the  central energy 

of the spectrograph for the direct beam  setting .

Once this relationship between ago3 and Se  had been determ ined, the resolution 

was deduced based on the da ta  from Run # 6 1  w ith the same m ethod th a t was used 

for determ ining the  resolution for the energy reconstruction of the  spectrograph. 

The measured incident energy, 5ag03. for R un  # 6 1  is shown in Figure 4.7(a) with a 

w idth of 0.61% in energy (FWHM). Subtracting  the known 0.495% energy spread 

in the beam  in quadrature, the resolution of the measured incident energy w’as 

determ ined to  be 0.36% (FWHM). To confirm this result, the difference between 

Sa803 and Se  was determ ined on an event by event basis for this run  as shown in 

Fig. 4.7(b). T he m easured width of the difference distribution is 0.40% in energy 

(FWHM) which is relatively consistent w ith  the deduced resolutions of the incident 

beam and the reconstructed Se resolutions.

Because of the  tendency of secondary beam s to  occupy a relatively large phase 

space, it was necessary to investigate the possible effects a large beam  spot size a t the 

entrance to  the S800 analysis line would have on the use of agQ3 as a  measure of the 

incident energy. To th is end, another COSY calculation was perform ed to  determ ine

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



e (a)
40001

E
35001

3000 E- 
c

LU E
vo 2500 c-
^  Et
5  2000 |
c p
O 15001tE

1000£-

500 r  
E 
E £-=

Width = 0.61 %E 
(FWHM)

i
« » ! ! 1 • 1 1 1 ! 1 1 1 « 1

-0.5 0.0 0.5 1.0 1.5 2.0
5a803 (% E)

Width = 0.40 %E 
(FWHM)

5000

4000

3000

2000

1000

1.5-1.5 -1.0 -0.5 0.50. 1.0

5a803 * ^focal (% E)

Figure 4.7. D istribution of (a) Sa803 and (b) SaSQ3 —SE for the 1/4% momentum run.

how different initial positions a t  the PPAC affected a 803- This is illustrated in 

Figure 4.8 which shows a  ray tracing diagram for three sets of rays, spaced a t 3 

mm intervals about the center of the PPAC. Each set of rays consisted of three rays 

w ith different mom enta having the same values used in the initial calculation shown 

in Fig. 4.5. At the interm ediate image chamber, those rays which had the sam e 

initial momentum are now coming a t slightly different angles due to the fact th a t 

they came from different initial positions a t the PPAC. The (a|x) coefficient in the 

transfer map gave the relationship between PPAC x and a803 as 2.9 m r/m m . Based 

on the transfer map, it was thought that the measured x position of the beam  a t 

the PPAC would provide a  way to  improve the m easurem ent of the incident energy 

of the beam by correcting for the effects of the initial position of the particle a t the  

PPAC on a803. However, as shown in Figure 4.9, no correlation was evident between 

^803 PPAC x for the direct beam. A potential reason th a t no apparent correlation
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Figure 4.8. Ray trace diagram of the S800 Analysis line from the PPAC to S804 
for a series of rays spaced 3 mm ap art ab o u t the center of the PPAC. a t different 
momenta.

is observed between a803 and PPAC x is th a t the beam spot a t  the  PPAC is quite 

narrow in the x direction, having a  m easured width of 2.6 m m  (FW HM ). This 

narrow spread in the initial position would correspond to an approxim ate ± 4  mr 

spread in a803 based on the (a|x) coefficient in the transfer map. This spread in 

aso3 could very well be too small for S803 and S804 to resolve. Since a803 showed 

no dependence on the  position a t the  PPAC. the information from th e  PPAC could 

not be used to  improve the resolution of the  initial energy of the beam , and hence 

was not useful in the analysis of this experim ent.

While the m agnetic fields w ithin the  spectrograph did change between the direct 

beam runs and the 9Li(d,p) reaction runs (from Bp =  1.91953 T-m  for the direct
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beam runs to Bp =  1.78395 T-m for the reaction runs), the fields w ithin the analysis 

line rem ained the same for the entire experiment. Thus, the relationship between 

a803 and the incident energy of the  beam was kept a t a constant value throughout 

the experim ent.

4.2.3 Analysis line

The position and angle of the incident beam at the target location were recon­

structed  based on the measurements from S803 and S804 as well as the specifications 

of those m agnets which were downstream  of the Interm ediate Image Box in the anal­

ysis line. Unlike the m agnets used within the spectrograph, however, no fringe field 

d a ta  exist for the elements w ithin the analysis line. W ithout th is knowledge, the 

transfer m aps produced using COSY are quite susceptible to  error since the calcu­

lation m ust assume ideal m agnetic fields within each element of the analysis line. 

Hence, the  transfer m ap produced by COSY was only used as a  starting  point for 

describing the motion within the analysis line. Since the calculated transfer maps 

for the analysis line were initially suspect, any differences between the target re­

construction from S803 and S804 for the direct beam runs and the reconstruction 

from the spectrograph would be a ttrib u ted  to problems in the transfer m ap for the 

analysis line. In order to correct for these differences a t the target, then, changes 

were m ade in the coefficients of the  transfer map for the analysis line.

The initial COSY calculation was set up based on calculations performed a t the 

NSCL using the beam transport code TRANSPORT [50] to initialize the fields of 

the analysis line for transporting the 9Li beam onto the target. Unfortunately, the 

purpose of the initial TRA NSPORT calculations was to predict w hat fields within 

the analysis line would optimize the beam spot size a t the ta rg e t position for a 1.6 

GeV proton beam. Once these initial fields were established for the  1.6 GeV proton
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beam, it was assumed th a t simply scaling the  m agnetic fields based on the ratio  in 

magnetic rigidities between the beam of interest and the 1.6 GeV proton beam would 

suffice in getting the beam on target. Hence, no further calculations have been done 

to determine w hat the actual motion for a  given beam  is as it progresses through 

the analysis line. While ideally the properties of the beam  line should rem ain the 

same when scaling the magnetic fields in this m anner, this is often not the case in 

practice. However since no other calculations were available for the analysis line, the 

NSCL TRANSPORT calculations were used as the tem plate for the initial COSY 

calculations used in this experiment.

The initially reconstructed incident beam  a t the target using the 2nd order for­

ward transfer m ap from COSY (referred to as the forward reconstruction) showed 

a number of discrepancies with the reconstruction performed using the inverse m ap 

with inform ation taken from the spectrograph (referred to as the inverse recon­

struction) for th e  direct beam runs, including the hole target nm. A sam ple of 

these discrepancies is shown in Figure 4.10(b) in which the forward reconstructed 

y position for the ‘hole ta rg e t1 nm  (black histogram ) has a much larger width than  

the inverse reconstructed y position (purple histogram ). Since it is the same beam  

th a t is being reconstructed at the target, the  differences between the two recon­

structions must be due to  problems in the forward reconstruction itself. In addition 

to the differences in position between the forward and inverse reconstructions, large 

differences in the  reconstructed angles were observed as well. Assuming th a t  the 

inverse transfer m ap for the spectrograph was much more accurate in describing the 

motion of the direct beam than the analysis line map, the discrepancies between 

the two target reconstructions indicated th a t a  fair number of the coefficients in the 

forward transfer m ap needed to be adjusted.
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Figure 4.10. (a) Distribution of the initially reconstructed x  position a t the target 
for the hole target run using the COSY transfer m ap for the  ‘hole target' run. (b) 
D istribution of the reconstructed y  position a t the target using the COSY transfer 
m ap for the ‘hole target’ run. T he black histogram is th e  forward reconstruction 
using inform ation from S803 and S804 while the purple histogram  is inverse recon­
struction  from Figure 4.4.

In order to properly understand  how the analysis line transfer m ap needed to be 

modified, each of the dependencies of the target param eters on the initial param eters 

a t S803 and S804 were investigated. Any adjustm ents which needed to  be made to 

the analysis line transfer m ap were applied to the coefficients themselves based 

on the discrepancies seen between the forward and inverse reconstructed target 

param eters. To help make these adjustm ents, the differences between the forward 

reconstructed parameters and th e  inverse reconstructed param eters a t the target 

position were calculated on an event by event basis. These difference functions for 

the reconstructed param eters were then  plotted as a  function of all of the initial 

param eters measured a t S803 and S804. The presence of a  correlation in a given 

plot between the difference d istribu tion  and the initial param eters indicated th a t the
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coefficient which describes the relationship between th a t particular initial coordinate 

and the target coordinate was incorrect.

For example, the difference function for y a t the  target, A ytarget was defined as:

A yta rget ~  y ta r g e t ,f  V target.i (4.13)

where y targ e t ,f is the reconstructed y position using the analysis line and z/target.i is 

th e  reconstructed y position using the spectrograph. To determ ine which of the 

coefficients relating y ta rg e t ./  to  the initial S803 and S804 param eters were suspect. 

A  ytarget was plotted  as a  function of all of the initially measured param eters a t S803 

and S804 to look for correlations. In Figures 4.11(a) and (b) A y target is p lo tted  as 

a  function of t/803 and  ba03, respectively, for the ‘hole ta rg e t1 nm . In Fig. 4.11(a), a 

positive correlation is evident in the plot, indicating th a t the particles which were 

further away from th e  central axis a t yg03 were system atically transform ed into 

having a larger ytarget th an  is reconstructed by the spectrograph. The im plication 

of this is th a t the (y jy ) term  in the forward transfer m ap is too large. A sim ilar 

situation  is seen in Fig. 4.11(b) in which a  strong negative correlation is present 

indicating th a t the (t/|f>) term  did not accurately reflect the data.

To determ ine how much to  adjust a  given coefficient in the transfer m ap. the 

slopes for the difference functions as a function of the initial S803 and S804 pa­

ram eters for the various direct beam runs were determ ined by perform ing linear 

weighted fits on the various distributions. Assuming th a t a  consistent correlation 

between two param eters was seen throughout the experim ent, the average slope for 

a  given distribution was then  determined and used as the am ount to  ad just the 

particular coefficient in question. In the case where more than  one initial param eter 

showed a correlation w ith  a particular difference function, as is the case in Fig. 4.11 

w ith both ys 03 and ba 03 showing a correlation w ith A  ytarget-, a  change in one coeffi­

cient could drastically change the correlation between the difference functions and
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Figure 4.11. P lo t of the difference between reconstructed y positions a t the target 
(&y tar get) as a  function of (a) y903 and (b) &803-

the other initial param eters. Hence the coefficients in the forward map were altered 

one a t a  tim e to  determ ine the effects of such a change on the other dependencies. 

In the case of A  ytarget shown in Fig. 4.11, the (y\b) coefficient was adjusted first 

based on the fact th a t the observed correlation between the difference function and 

6303 appeared to  be much stronger than  the correlation w ith ys03- The effect of this 

change in the (y |6) coefficient in the  transfer map is shown in Figure 4.12(b) where 

the resulting A  ytarget is plotted as a  function of b803 (top row) and ys 03 (bottom  

row), respectively. As seen when comparing Fig. 4.12(b) w ith Fig. 4.12(a), which 

shows the original d a ta  from Fig. 4.11, the slope of A ytarget as a  function of 6303 is 

essentially zero while the dependency of A ytarget on J/803 has been greatly reduced. 

Taking the correction term  for the (y|y) coefficient from this new slope of A y target as 

a function y803 from Fig. 4.12(b), and applying the resulting (y\y) coefficient along 

with the corrected {y\b) coefficient in the transfer map resulted in Fig. 4.12(c) which
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Figure 4.12. Plot of th e  difference between reconstructed y positions a t th e  target 
(A ytarget) as a  function of 6go3 (top row) and yso3 (bo ttom  row) for the (a) initial 
transfer map elements, (b) final (y|i>) element b u t initial (y|y) element, and (c) final 
(y|6) and (y\y) elements included in the transfer map. The horizontal line indicates 
no correlation between th e  two parameters.

shows that A y target is no longer correlated w ith either y803 or 6803. This iterative 

process ended once all of the dependencies had been removed between the  differ­

ence functions and the  initial parameters in the reconstruction, and thus the  correct 

transfer map had presum ably been determined.

In Table 4.2 the coefficients which were altered to  produce the final transfer 

map are shown along w ith  the original transfer m ap coefficients from COSY. The 

biggest difference between the two sets of coefficients occurred in the ytarget direction 

where the (yjy) and the  (y |6) coefficients were drastically changed. An additional 

coefficient was also added to compensate for dependencies of ytarget on Qso3 seen in 

the d a ta  tha t were no t accounted for in the initial transfer map. This cross term , 

along with the (a|y) te rm  th a t was added, indicate th a t the central m otion of the
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Table 4.2. Altered first order transfer map elements for the  analysis line.

Map Element (finaljinitial) Calc (COSY) D ata % Difference
(*l“ ) “ -0.51801 -0.66375 28.14
{a\x) 6 1.93418 1.87820 2.89
(a|a) c 0.59888 0.65673 9.66
(a|y) 6 - 0.15007 -
{y\o) “ - 0.04400 -
(y \y ) d -0.00309 -0.31787 10.000.
(z/l&) “ -1.25468 -0.11982 90.45
( % ) 6 0.79706 0.57360 27.70

a (mm/mr) 
6 (mr/mm) 
c (mr/mr) 
d (ram/mm)

beam  may not have coincided w ith the center of the m agnets in  the analysis line. 

However, the cross term  coefficients are quite small indicating th a t  the possible offset 

in the beam is small as well. A potential source of concern in the changes made 

to  the transfer m ap is the huge variation in the am ount the initial coefficients were 

ad justed  in order to  m atch th e  data . As seen in the table, the am ount of relative 

change to the initial coefficients range from just under 3% to  100 times their initial 

values. This issue will be dealt w ith in the next section of th is chapter.

W ith  the correct transfer m ap determined for the analysis line, the position 

resolution of the forward reconstruction was deduced based on the reconstructed 

targe t position for the ‘hole ta rg e t’ run. Figures 4.13(a) and (b) show the forward 

reconstructed x target and ytarget distributions for the ‘hole ta rg e t’ runs, respectively. 

In the case of x target, the w idth of the reconstructed position was 1.31 mm which is 

slightly smaller than  the known diam eter of the ‘hole ta rg e t’ of 1.59 mm. In this 

case, the  width of the reconstructed peak for the ‘hole ta rg e t’ run  was assumed to 

correspond with the resolution of the reconstruction. In the case of y target, the reso-
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Figure 4.13. (a) Reconstructed x target d istribution using the corrected forward m ap 
for the ‘hole ta rg e t’ nm . (b) Reconstructed ytarget distribution for the ‘hole ta rg e t’ 
nm .

lution of the reconstructed target position was determ ined to be 2.0 m m  (FW HM ) 

based on the measured w idth of the distribution of 2.56 mm (FW HM).

As a check to  see if the reconstruction resolutions of the forward and inverse ta r­

get positions are accurate, the width of the difference function between the  forward 

and inverse reconstructed y position was measured for the  ‘hole ta rg e t’. In principle, 

the w idth of A  ytarget should be the sum of th e  resolutions of the two reconstructed 

ta rge t positions added in quadrature, which would be 4.38 mm (FW HM ). T he fi­

nal A  ytarget distributions for the ‘hole ta rg e t’ is shown in Figure 4.14(b), w ith a 

w idth of 4.48 mm (FW HM ), which matches the  value attained when adding th e  two 

resolutions in quadrature with one another.

W hile the questions concerning position and  energy resolutions a t  the ta rg e t were 

dealt w ith in a relatively straightforward m anner, the question of angular resolution
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becomes a bit m ore difficult due to the fact th a t no direct beam run was done where 

the angles entering and exiting the target were well defined. While the 'hole ta rg e t' 

was able to restric t the physical spot size of the  beam  a t the target, it could not 

be used to determ ine the angular resolution since it did not restrict th e  angular 

divergence of th e  beam . Since the w idth of A  ytarget m atched w hat was expected 

from the resolutions of the individual m easurem ents so well, the widths of A atargct 

and Abtarget- which are plotted for the 'hole ta rg e t1 n m  in Figs. 4.14 (c) and (d). 

respectively, were used to estim ate the to ta l uncertainty  for the individual angle 

measurements a t  th e  target. The average w idth  for A atarget and / \b targct for the 

direct beam d a ta  is 8.31 m r and 3.68 mr, respectively (FW HM ). T ranslating  these 

widths into an uncertain ty  in 6 using Equation 4.4, we find 66 =  9 .1m r (0.51°) 

(FW HM).

4.2.4 Testing th e  transfer maps

As a final te s t to  confirm th a t the transfer m ap used for the analysis line and 

the COSY generated maps used for the spectrograph were accurate and consistent 

with one another, a  test was performed using d a ta  from a direct beam  ru n  to  see if 

the information from S803 and S804 could be reconstructed up to the focal plane 

of the S800. This reconstruction would be perform ed in two steps. In the first step, 

the information from S803 and S804 would be reconstructed a t the targe t using the 

adjusted analysis line transfer map. The forward reconstructed target param eters, 

along with the m easured incident energy, 5ag03 , would then be reconstructed up to  

the focal plane using the forward spectrograph transfer map produced by COSY. 

In this twro step reconstruction process, m easured information from S803 and  S804 

for a direct beam  run  could then be directly com pared with w hat was m easured a t 

S801 and S802. T he assum ption then is th a t if the reconstructed beam  a t  S801 and

99

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



S802 produces the correct position and size of the beam  in the focal plane as well as 

the correct angular divergence, then the reconstructed positions and angles a t the 

target m ust be accurate.

To put further constraints on this test, the direct beam d a ta  th a t was used in 

th is test had the calibration masks for S803 and S804 in the p a th  of the beam, thus 

providing an object to  image a t the focal plane of the spectrograph. By having a 

d istinct image of the  beam  in the focal plane, the comparison between the recon­

s tructed  positions and  angles a t S801 and S802 w ith  what was measured in those 

detectors was easier to  do. Furthermore, this allowed for the tracking of specific 

rays from S803 to  th e  focal plane since the two masks physically allow only specific 

position and angle com binations a t S803 and S804. In Figure 4.15. the two dimen­

sional profiles of the beam  a t the focal plane is shown in term s of the measured (a) 

angles and (b) positions for this direct beam  run. wrhile the reconstructed angular 

and position profiles are shown in Figs. 4.15(c) and  (d). respectively. Both the re­

constructed angles and  positions of the beam  in the focal plane appear to be in good 

agreem ent w ith w hat was measured in the focal plane. One noticeable difference 

between wrhat was m easured and what was reconstructed is th a t the data  appear 

to  have less of the detailed structure th a t is evident in the reconstruction. This is 

m ost likely due to  aberrations in the spectrograph or the analysis line which are not 

being accounted for in  either of the two transfer m aps. However, this effect appears 

to  be minor.

To quantify how close the focal plane reconstruction is to the measured data , the 

differences between th e  reconstructed and m easured param eters in the focal plane 

were measured for th is  run, and are shown in Figure 4.16. At first glance, it would 

appear th a t the reconstruction does a poor job in reconstructing the x position in 

th e  focal plane based on the measured w idth of 15.6 m m  in the difference function.
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Figure 4.16. Difference d istributions between reconstructed and measured param e­
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However, if one translates th a t  w idth from a position uncertain ty  into an energy 

uncertain ty  based on the predicted energy dispersion from the COSY transfer map 

for the spectrograph of (x \5e ) =  47.99 m m /% E, then the  15.8 mm width o f the 

difference function corresponds to  a  0.33% uncertainty in energy(FW HM ). T his of 

course is primarily due to  the  (measured) uncertainty in the  incident energy which 

is known to be of th a t order of magnitude.

4.2.5 13C (d ,p)14C Reaction

W hile the various tracking detectors in the analysis line and the  spectrograph 

could be tested using direct beam  runs, the coordination of the silicon detectors 

w ith  the spectrograph could only be tested by performing an  experim ent using a 

well known (d,p) reaction in inverse kinematics in order to  produce a particle stab le
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outgoing nucleus in coincidence with a proton a t  backward angles. The fact th a t the 

outgoing nucleus from the  (d.p) reaction is detected directly by the spectrograph 

in this case implies th a t the measured energies and  singles from the spectrograph 

can be directly related  to  the measured energies and angles of the protons from the 

various silicon detectors in the target chamber. Since the results of the  reaction 

are known, discrepancies between the two detector systems can be identified and 

possibly corrected based on the results of this experim ent.

To this end, a  m easurem ent of the l3C (d ,p )14C reaction was perform ed to test 

the entire experim ental m ethod in detecting events from a (d.p) reaction in inverse 

kinematics. The s tru c tu re  of l4C, shown in Figure 4.17, is well known and has a 

6.094 MeV separation  between the ground s ta te  and 1st excited s ta te  [51]. This 

large separation between the  ground s ta te  and 1st excited state provides an  unam ­

biguous signature in  identifying the protons from the  13C(d,p) reaction in th e  silicon 

detectors. In addition, th is larger separation in energy provides a way to  check th a t 

the Q-value of the  (d,p) reaction is being determ ined properly using the measured 

proton angles and energies from the silicon detectors.

In this test experim ent, the 13C beam th a t was used as a primary' beam  in the 

9Li(d,p) experim ent was transported directly to  the S800 target cham ber via the 

A1200 fragment separator. While passing through the A1200, the beam was reduced 

in energy from the initial 30 MeV/nucleon as produced by the K1200 cyclotron down 

to an energy of 20.5 M eV/nucleon by passing th e  beam  through a 202 m g /cm 2 9Be 

target a t the en trance of the A 1200 as well as a  233 m g/cm 2 A1 wedge in the  middle 

chamber of the A1200. The beam energy was reduced in this m anner so th a t the 

kinematics of the protons in this reaction would closely m atch the kinem atics of the 

protons in the 9Li(d,p) reaction. The beam intensity  for the 13C beam  was much 

higher th an  it was for the 9Li beam. As a result of the higher beam intensities of
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Figure 4.17. Level diagram for 14C.

the 13C beam, a 1/2% m om entum  spread was chosen instead of the 1% momentum 

spread that was used for the 9Li beam. This reduction in the m om entum  spread of 

the beam was done in order to improve the resolution of the setup in measuring the 

various states in the (d,p) reaction. Due to  difficulties w ith S803 and S804 at the 

tim e when this test experim ent was performed, neither detector was used during 

the 13C(d,p) experiment. Hence, it was not possible to measure the incident energy 

of the beam on an event by event basis nor track the beam onto the target.

As was done in the 9Li(d,p) experiment, two different spectrograph settings were 

used for the direct I3C beam  and the outgoing 14C nucleus. Both of the spectrograph 

settings used in this case (Bp =  1.4219 T  m for the direct l3C beam measurem ent and 

Bp =  1.4769 T-m for the outgoing 14C measurement) were lower in field strength  than  

the settings used to  study the 9Li(d,p) reaction. Hence, new inverse COSY maps
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were generated in order to  reconstruct the  outgoing 14C angle and energy. Since the 

spectrograph setting for the outgoing UC nucleus did not allow the direct 13C beam  

up into the focal plane, the direct l3C beam  was measured by the spectrograph a t 

a lower field setting and the central incident energy was determined to be 267.32 

MeV.

The 13C(d,p) experiment was run for approxim ately 6 hours w ith an  incident 

beam  rate of approximately 70,000 particles/second on the target. The C D 2 target 

used in tins test experiment was the same as the one used in the 9Li(d,p) experim ent. 

In Figures 4.18(a) and (b), the A E vs E plots for the direct 13C beam and the  reaction 

products are presented, respectively, w ith the cross in Fig. 4.18(b) indicating the 

location of the direct beam relative to the  various particle groups seen in the focal 

plane. W ith  the settings of the Ion Cham ber and the E l scintillator rem aining 

constant for bo th  the direct beam runs and the reaction rims, the location of the 

13C in the A E-E plot was the same for the two different sets of runs. Since l4C is 

more massive than  13C, it would appear as a group with a slightly larger A E  signal 

than  13C due to it losing more energy in the Ion Chamber than the lighter direct 

beam. W hile there would be no way of clearly identifying 14C from Fig. 4.18(b). 

the group does become evident by simply requiring a  coincidence between a silicon 

detector and the spectrograph as shown in Fig. 4.18(c). Specifically, a  coincidence 

event was an event in which the E l scintillator fired along with both  sides of a  silicon 

detector (a ring and a sector for a CD detector or a  strip and the back for a  strip  

detector). A to tal of 754 coincidence events were detected over the duration  of this 

test experiment.

To confirm th a t the 14C ions detected in the focal plane were produced via the 

(d,p) reaction, kinematic plots were produced for the events of interest in order to 

determ ine if these events had the correct correlations between the various energies
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and angles of the particles. Figure 4.19(a) shows a  plot of the energy m easured in the 

spectrograph as a  function of the entering angle into the spectrograph for 14C. while 

Fig. 4.19(b) shows the  energy vs angle plot for the corresponding protons which were 

in coincidence w ith  the 14C. As seen in both (a) and (b). two distinct groups are 

visible. These two groups have the appropriate relationship between their energies 

and angles to  correspond to the population of the  ground state and excited states 

of 14C. To confirm this identification, calculations were performed using PK IN  to 

determine what th e  expected kinematics would be for 14 C and the proton produced 

in the (d,p) reaction for the various states in 14C. The results of these calculations for 

the ground sta te  and  1st excited state  are shown as the solid curves in Fig. 4.19(a) 

and (b). In each of these calculations, the reaction was assumed to take place a t 

the center of the ta rg e t w ith appropriate energy losses considered for the incident 

13 C nucleus as well as the outgoing 14 C and proton. The energy loss calculations 

were performed using the code STOPX [52]. In the case of the exiting protons, the 

thickness of the ta rg e t was varied in the calculation based on the angle a t ■which the 

proton was produced in the kinematic calculation of the (d.p) reaction. A lthough 

the data  do not appear to completely agree w ith the theoretical kinem atic curves, 

the behavior and relative spacing between the two groups in both detector systems 

provide evidence th a t  the 14C and the proton were produced via the (d.p) reaction.

W ith the production and detection of l3C(d,p) events confirmed for b o th  the 

spectrograph and the silicon detectors, the correlation between the two detector 

systems was checked by plotting information from the spectrograph els a function of 

the silicon detector measurements. One such plot is presented in Figure 4.20 where 

the energy of the 14C is shown as a function of the proton angle along w ith  the 

expected kinem atic curves for the population of the ground s ta te  and 1st excited 

state. As seen in Fig. 4.20 there is a  good agreem ent between the d a ta  and the
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Figure 4.19. (a) Plot o f energy vs angle for the 14C events in coincidence with 
the silicon detectors, (b) P lot of energy vs angle for all of the proton events in 
coincidence with the focal plane. The solid curves are the calculated kinematics 
from PKIN for the ground s ta te  and 1st excited s ta te  (Ex =  6.093 MeV) of UC.

predicted kinematics for the (d.p) reaction indicating th a t the two detector systems 

were coordinated properly.

However, a  discrepancy becomes evident between the focal plane information 

and the silicon detectors when comparing Fig. 4.19(b) w ith Fig. 4.20 in that there 

is evidence for the ground s ta te  band in Fig. 4.20 a t silicon angles less than  150° 

in the lab which does not appear in Fig. 4.19(b). Since this angular region was 

only covered by the silicon strip detectors, the discrepancy between these detectors 

and the focal plane inform ation indicates th a t protons w ith an energy above 6 MeV 

were not detected properly by the silicon strip detectors. By placing a gate on the 

ground state band in the  two dimensional 14C energy vs angle spectrum (shown in 

Figure 4.21(a)) and looking a t the protons measured in coincidence with the gated 

focal plane information, it was determined th a t the protons corresponding to  the
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ground s ta te  of 14C were punching th rough  the silicon strip detectors as is evident 

in Fig. 4.21(b). Further evidence for th is was the fact th a t the d a ta  appeared to 

agree with the expected punch through curves for the protons from the ground- 

sta te  (d.p) reaction assuming they were detected either a t the center of the strip 

detector (dashed curve) or a t the outer edge of the strip detector (dotted  curve). 

If all of the detectors were a t the exact same angle and had the same thickness, 

all of these events corresponding to  the ground s ta te  should lie in between the two 

curves in Fig. 4.21(b). While, in general, the  d a ta  display the same characteristics 

as the calculation for the punch through events, the fact th a t there is some spread 

in the d a ta  indicates possible discrepancies among the strip detectors themselves. 

This spread in the d a ta  indicates th a t e ither the energy' measurements for a t  least 

some of the strip  detectors was inaccurate during the experiment, the  thickness of
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the various detectors was not well known, or th a t the  various strip  detectors in 

the array were covering different angular ranges due to  the  entire strip  array being 

offset from the beam  axis. Due to  severe time constraints in performing both  this 

experim ent and the real 9Li(d.p) experiment, the strip  array  as well as the CD 

detectors were never optically sighted to determ ine their location relative to  the 

optical axis. Hence, it is quite possible that the detectors were not properly aligned 

with the  optical axis.

To determine if the silicon strip  array was offset from the optical axis, separate 

kinem atic plots were m ade for the protons which corresponded to  the excited states 

of 14C for the five strip  detectors as shown in Figure 4.22(a). In this figure, the 

events corresponding to  the ground state  have been gated out so as to isolate the 

excited state band and ensure th a t all of the strip  detectors are measuring the same 

sta tes in l4C. The solid curve corresponds to the 1st excited s ta te  of 14C while the 

dashed curve corresponds to  the breakup of 14 C into 13 C +  n. Because of the Bp 

se tting  of the spectrograph, it was not possible to detect the 13C from the breakup 

of 14 C. The dashed curve then  is the lower energy limit for the proton events th a t 

can be detected in the silicon detectors. A definite discrepancy can be seen in the 

location of the band of excited sta tes in the plots for the  various strip  detectors. 

T he only two detectors th a t  appear consistent w ith one another are S trip  # 2  and 

S trip  # 6 . both of which are located a t  the same relative x-position to the center of 

the s trip  array. (Refer to  Fig. 3.14 for the location of the  various detectors.) It also 

appears that the location of the excited state  band is dependent on the physical 

location of the strip  detectors in the x-direction. This p a tte rn  can be more clearly 

seen in the corresponding Q-value histograms for the various strip  detector shown 

in Fig. 4.22(b). The central Q-value for the excited s ta te  band increases as the 

central x-position of the s trip  detector decreases. Since the  Q-value for the reaction
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is independent of the angle a t which the reaction occurs, the Q-value as determ ined 

by the different strip  detectors should be the same since they are detecting the sam e 

excited states in UC. The fact th a t the Q-value shift is correlated with the physical 

location of the strip  detectors in the array indicates th a t the array is offset in the 

x-direction. To correct for this apparent offset, the location of the center of the array  

was adjusted in the software until the central Q-value for the distribution of excited 

sta tes was the same for the various strip detectors. The corrected kinem atic and 

Q-value plots are shown in Figures 4.23(a) and (b) respectively. The corresponding 

x-offset in the array was -11 mm implying th a t the center of the strip array was below 

the optical axis. W hile this offset is a bit large, the fact th a t such an offset corrects 

the discrepancies seen in the Q-values from the various strip  detectors indicates th a t 

it was a real offset.

Since the protons from the ground s ta te  punch through the strip detectors, de­

term ining the accuracy of Q-value measurements becomes more difficult for these 

detectors since it is not possible to measure the Q-value for the ground s ta te  nor 

measure the Q-value separation between the ground s ta te  and the excited states. 

However, the d a ta  from the protons which punch through the silicon detectors does 

provide a way to check th a t the offset in the strip  array is necessary by determ in­

ing if it reduces the spread in the data th a t was seen in Fig. 4.21(b). Figure 4.24 

shows the ground s ta te  events for the various strip  detectors after the offset was 

introduced. As seen in the figure, the d a ta  are in much b e tte r agreement w ith each 

o ther with an offset in place than  without it. Since the punch through curve re­

quires the opposite correlation between the energy of the proton and its angle th an  

those protons wrhich were completely stopped in the detector, this implies th a t the 

offset is the appropriate correction to make since neither a  correction to the energy
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Figure 4.22. (a) P ro ton  kinem atic plots for the various strip  detectors corresponding 
to the excited states in l4C. T he solid curve in each plot is the expected kinem atic 
curve for the population of the 1st excited s ta te  in I4C while th e  dashed curve 
corresponds to the threshold for the breakup of 14 C. (b) Corresponding Q-value 
histogram s for the various s trip  detectors.
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Figure 4.24. Plot of the proton energy vs angle for the ground s ta te  events in the 
strip  detectors with the 1.1 cm x offset in place.

calibration nor a  correction to the detector thickness could correct both types of 

events.

In addition to the offset in the  silicon strip array, an  offset was also discovered 

for CD2 by plotting the measured Q-value from the m easured energies and angles 

of CD2 as a function of the sector number as shown in Figure 4.25(a) where the 

Q-value distributions for both th e  ground state and excited sta tes were discovered 

to be correlated with the sector th a t was hit in CD2. Since the sectors vary on 

the CD detector with the azim uthal angle 0 when the detector is centered about 

the beam  axis, the measured Q-values for the various sta tes should be independent 

of the sector number assuming the reaction was isotropic in 0. Therefore, a corre­

lation between the Q-value and the sector number indicates th a t the sectors were 

m easuring slightly different scattering angles due to  the detector being offset from 

the beam  axis. This in tu rn  causes the width of the ground s ta te  to appear quite
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large as shown in Figure 4.25(b). The fact th a t  the  centroid of the m easured ground 

s ta te  d istribution of 5.86 MeV is in agreem ent w ith the calculated ground s ta te  

Q-value of 5.952 MeV indicates tha t the d istance from the detector to  the  target, 

and subsequently the central angle of the detector, is correct. The m anner in which 

the Q-value depends on the sector num ber indicates th a t the detector was offset 

prim arily in the x-direction. This is due to  the fact the largest deviation from the 

central Q-value of the  distribution occurs a t  sectors 4 and 13 which are on opposite 

sides of the detecto r in the x-direction.

To correct for the  correlation between the Q-value and the sector num ber in 

CD2. the center of CD2 was shifted 0.9 cm  in the  -x direction relative to  the cen­

te r of the spectrograph. An additional ad justm ent of 0.4 cm was also m ade in the 

-l-y direction to  correct for a slight correlation th a t was still present between the 

Q-value and th e  sector number after the ad justm en t had been made in the  -x di­

rection. The resulting effect on the m easured q-value is shown in Figure 4.26(a)
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w ith  the correlation elim inated between the Q-value and  the sector number. The 

introduction of these offsets improved the w idth of the  ground s ta te  peak from 0.82 

MeV (cr) to a width of 0.276 MeV (cr). Since this w id th  was the minimum w idth 

th a t  was achievable by offsetting the location of the detector in the x-y plane, the  

final resolution of CD2 in m easuring the Q-value was assum ed to  be 0.276 MeV (cr) 

based on the observed width of the ground s ta te  in 14 C.

Although the resolution of the ground s ta te  of 0.276 MeV is not impressive, 

it should be noted th a t this resolution was obtained by m easuring only the  angle 

and energy of the proton w ithout any measurement of the incident energy of the  

13C nor any correction for th e  incident angle on ta rge t. Thus the resolution in 

m easuring the Q-value of the 9Li(d.p) reaction m ay improve with the inclusion of 

the measured incident energy and angle of the beam . Because the incident beam  

was not tracked onto the ta rg e t in the 13C(d.p) experim ent, and both  the S trip  

detector array and CD2 required offsets in the same general direction, there is a
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concern th a t the observed offsets in the  silicon detectors were due to th e  l3C beam 

being offset from th e  optical axis ra ther th an  the detectors themselves, which would 

imply th a t the  detector offsets determ ined for the  13C(d.p) experiment would not 

necessarily be applicable for the 9Li(d,p). However, it is unlikely th a t the position 

of either beam  a t the target could be offset by 1 cm due to the fact th a t the  target 

itself was only 3 cm in diameter. In addition, sim ilar shifts in the m easured Q-value 

were observed in the strip  detectors for the 9Li(d.p) reaction indicating th a t the 

detectors themselves were offset from the  optical axis. One plausible explanation 

for the consistent x-offset th a t was observed in the S trip array and the CD detectors 

was the fact th a t  all of the silicon detectors were mounted onto the sam e movable 

table in the ta rg e t chamber. If the table was not set to the correct height in the 

target cham ber, both  the Strip array and CD2 would be offset from the  optical axis 

by a similar am ount in the x-direction.

A ttem pts were also made to determ ine an offset for CD l in order to  improve the 

width of the m easured ground sta te  Q-value. However with only 6 counts in the 

ground sta te , it was impossible to make any correction based on the d a ta  from C D l. 

In order to be consistent with CD2 and to a  certain  degree the S trip  array. C D l 

was assumed to  be offset from the optical axis by the same am ount as CD2. It was 

also assumed th a t the the ground sta te  Q-value resolution for C D l was com parable 

to what was m easured in CD2. A lthough the  w idth of the ground s ta te  could not 

be optimized in C D l due to  the lack of statistics, it was noted th a t the  centroid for 

both the ground s ta te  and excited s ta te  band in C D l was shifted to higher Q-value 

relative to  w hat was measured in CD2 by 400 keV as shown in Figure 4.27(a). Since 

both C D l and CD2 were measuring the  same sta tes in 14C. this shift in the  central 

Q-value m ust be due to either a problem in determ ining which angles were covered 

by C D l or a problem  with the proton energy th a t was measured. This is illustrated
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in Fig. 4.27(b) where the measured proton energy from the  ground s ta te  band is 

plotted as a function of the proton angle as for C D l (circle) and CD2 (square). 

The two curves in the  figure represent two different Q-values with the upper curve 

centered about the distribution  of the ground sta te  events in C D l and the lower 

curve centered a t the actual ground sta te  Q-value of the reaction. As is seen in 

Fig. 4.27(b). it is highly unlikely th a t the discrepancy in the  ground s ta te  Q-value 

between C D l and CD2 could be the result of a shift in the  angles covered by C D l 

since it would require a shift of approximately 8° in the  lab. Such a shift in the 

angles would imply th a t the  measured distance from C D l to the target would have 

been off by 7 cm which is quite unrealistic considering th a t  the  distance between the 

target and the detector was measured during the experim ent. The more plausible 

explanation is th a t the  m easured energies of the protons were inaccurate due to  

shifts in the energy response of the detector. The observed shift in the ground s ta te  

Q-value would require th a t  the proton energy be offset by 170 keV. In order to m atch 

the ground sta te  Q-values between C D l and CD2. the energy of the protons in C D l 

were shifted down in energy by 170 keV. The result of th is shift in the energy of 

the protons in C D l can be seen in Fig. 4.27(c) in which the adjusted C D l Q-value 

spectra is shown in com parison with the Q-value spectra from CD2. As Fig. 4.27(c) 

indicates, the centroids of the ground sta te  band and  excited sta te  band are now 

in agreement between C D l and CD2. Since shifting th e  energy of C D l improved 

the agreement in the Q-value for the ground sta te  of 14C between C D l and CD2, 

the energies of C D l were subsequently shifted in the analysis of the 9L i(d .p)10Li 

experiment.
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Figure 4.27. (a) Comparison of the m easured Q-value spectra in C D l (solid his­
togram) w ith the measured Q-value spectra  in CD2 (dashed histogram ), (b) Plot of 
the measured proton energy vs angle for C D l (circle) and CD2 (square). The solid 
curves represent constant Q-value. (c) Corrected Q-value spectra  for the energy- 
shifted C D l (solid histogram) com pared w ith  the measured Q-value spectra  in CD2 
(dashed histogram ), (d) Measured p ro ton  energy vs angle for energy shifted CDl 
(circle) and CD2 (square).
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4.3 Analysis of 9Li(d,p)10Li Data

D ata were taken on the 9Li(d,p)10Li reaction for approxim ately 121 hours of 

beam time on target. During th a t time. 1880 to ta l events were measured in all 

of the silicon detectors while 106 events were collected in the focal plane of the 

spectrograph. Figure 4.28(a) shows the A E - E plot for all of the focal plane events 

measured during the experiment. Two different 9Li groups are apparent, as well 

as two different 9Be3+ groups. Although the Bp se tting  of the S800 spectrograph 

during the experim ent was too low to allow the direct 9Li beam  up onto the focal 

plane, it was still possible for particles from the direct beam  to reach the focal plane 

due to scattering w ithin the walls of the spectrograph itself. This was confirmed 

by performing a run  w ith the target lowered out of the beam  and the Bp of the 

spectrograph set to  focus the reaction 9Li particles up  to  the focal plane. This no­

target run was perform ed for 2 hours with an average incident beam ra te  of 5600 

particles/second based on the measurements from the  BLT. During this run. 6700 

9 Li events were detected in the focal plane, along w ith a small amount of 9Be3+. 

While 9 Li was detected in the focal plane during the no target run. no events were 

detected in the silicon detectors. Because of the presence of 9Li in the focal plane 

with no target in place, it was necessary to use the coincidence requirement between 

the silicon detectors and the focal plane to positively identify the events of interest. 

This coincidence requirem ent cleaned up the A E-E spectrum  from the real d a ta  

considerably, w ith only one 9Li group now present in the focal plane as shown in 

Fig. 4.28(b). W ith  the  coincidence gate in place, the num ber of events seen in the 

focal plane was reduced from 106 events down to 1021 events, with 93% of these 

events identified as 9Li.

Additional evidence for the production of 10 Li in the reaction was observed in 

the kinematics of the protons. Figure 4.29 shows the energy measured in the silicon
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Figure 4.28. (a) P lo t of the AE vs E spectra  of the reaction products from the 
9Li(d,p)10Li reaction, (b) Plot of the A E  vs E spectra for reaction events in coinci­
dence with a  silicon detector.

detectors as a  function of the detector angle for all of the detected silicon events 

(Fig. 4.29(a)) and those events th a t were in coincidence w ith 9Li in  the focal plane 

(Fig. 4.29(b)). In bo th  of these spectra, the line which appears a t  5.4 MeV is due 

to the presence of the 241 Am alpha source on the target ladder below the optical 

axis. W ith the placement of a coincident gate between the silicon detectors and a 

detected 9 Li particle in the focal plane, a  kinem atic edge in the distribution  becomes 

evident in Fig. 4.29(b) a t energies lower th a n  the  241 Am alpha line. This kinematic 

edge is relatively consistent with the calculated kinematics for protons produced 

in the 9Li(d,p) reaction shown as the solid curve in Fig. 4.29(b). T he kinematic 

calculations were performed using the code PK IN  assuming a mass excess for 10Li 

of 33.050 ±  0.015 M eV /c2 [42] where the  mass excess is defined as the  difference 

between the mass of the nucleus and the m ass of the  sum of the constituent nucleons
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Figure 4.29. (a) P lot o f th e  silicon energy as a  function of angle for all of the  events 
detected by the silicon detectors, (b) Plot of th e  silicon energy as a function o f angle 
for events in coincidence w ith 9Li in the focal plane. The solid line indicates the  
calculated kinematic edge for the 9Li(d,p)10Li reaction.

within the nucleus [16]:

A  =  (m  -  A) * 931.4940M e V /c 2 (4.14)

Here m is the mass of th e  nucleus in atom ic mass units and A is the num ber of 

nucleons within the nucleus. The kinematic calculations in Fig. 4.29(b) also assum ed 

th a t the reaction took place a t the center of the  target. The spread of proton events 

which occur below this kinem atic edge is consistent w ith the production of 10Li in  th e  

reaction since such a spread in the kinematics would correspond to  the population  

of continuum states in 10Li, all of which will appear below the solid line.

The fact th a t the a lp h a  line appears constant in energy in Fig. 4.29 im plies 

th a t all of the silicon detectors were functioning properly during the  experim ent. 

However, problems were discovered with some of the  s trip  detectors after th e  ex­

periment was completed. At the  end of Rim  # 2 4 , a  problem  occurred somewhere
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w ithin the beam  line causing the vacuum in the target cham ber to become quite 

poor. This problem w ith the vacuum  system was the apparent cause of problems 

w ith some of the strip detectors. In the case of Strip Detector # 3 . for instance, the 

resolution of the detector became dram atically  worse after Run # 2 5  as is evident in 

F igure 4.30(b) which shows the raw energy signal from the strip  detector as a func­

tion  of the  num ber of buffers th a t had been w ritten to tape since the beginning of 

the 9Li(d,p) experiment. In Fig. 4.30. the 241 Am alpha line appears as a line in both 

S trip  # 2  (a) and Strip # 3  (b) near channel 250 before Run # 25 . After this run. 

the line has clearly become much broader in Strip # 3  while no such effect is seen in 

S trip  # 2  for th a t same tim e period, indicating a problem in S trip  # 3 . Because of 

the poor resolution in S trip  # 3 , d a ta  from this detector after the  vacuum accident 

were rejected in the analysis. In addition to the problems observed in Strip # 3 , 

the vacuum  problems also appear to  have affected Strip # 6  causing it to discharge 

shortly  after the s ta rt of Run # 2 5  (Fig. 4.30(c)), at which point it stopped working 

until bias voltage was re-applied in Rim #  44. Unfortunately, the  low count rate in 

the silicon detectors during the running of the experiment caused these problems to 

go undetected  for a long period of time. The loss of these two strip  detectors over 

th is period of tim e reduced the ability  of the experimental setup to  detect the events 

of in terest, causing a reduction in th e  statistics that were available for analysis.

A lthough the alpha source was useful in diagnosing the problems with the two 

s trip  detectors, as well as to  m onitor the gains in the other silicon detectors, its pres­

ence on the target ladder adds a certain  am ount of uncertainty to  the proper iden­

tification of the (d,p) events. The fact th a t the alpha line is evident in Fig.4.29(b) 

indicates th a t the coincidence requirem ent between the focal plane and the silicon 

detectors does not fully elim inate the  possibility of random  coincidences occurring 

between the silicon detectors and th e  focal plane. Hence, the presence of the alpha
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Figure 4.30. (a) P lo t of the proton energy as a function of buffer num ber for (a) 
S trip # 2  (b) S trip  # 3  and (c) Strip # 6  for the 9Li(d,p)10Li reaction runs. The 
arrow indicates the s ta r t  of Rim #  25.
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source near the silicon detectors acts as a source for random  background events in 

the coincidence spectrum . For scattering angles greater than  120°. the alpha peak 

is clearly distinguishable from the  region of interest and hence was easily gated  ou t 

of the data. For scattering angles less than 120°. however, the alpha-particle events 

overlapped the region of interest and were indistinguishable from the real da ta . In 

addition, the energy spectrum  of the 241 Am source produced a continuous spectrum  

of alpha particles a t energies lower than  the alpha peak as shown in Figure 4.31. 

Here, the measured energy spectrum  of the alpha source is presented for th ree strip  

detectors operating w ith th e  event trigger produced directly  from the silicon detec­

tors themselves (singles mode). The uniform spread of events from the alpha source 

a t energies lower than  the 5.4 MeV alpha peak constitu ted  a source of background 

which needed to be accounted for in the analysis of the experiment.

The background produced by the alpha source in the  coincidence spectrum  a t 

energies less than 5 MeV can be estim ated based on the  ratio  of counts m easured 

in singles mode in the alpha peak to  the number of counts measured a t energies 

below the alpha peak for each detector. Using this ra tio  and assuming th a t the 

coincidence gate does not affect the shape of the energy spectra from the alpha 

source, the number of counts th a t are present in the region below the alpha peak 

was deduced based on the num ber of coincidence events observed in the alpha peak. 

In Table 4.3, the calculated background from the alpha source in the coincidence 

spectra  is presented for each strip  detector. The background listed in the table is for 

the entire energy range below the  lower edge of the alpha peak a t approxim ately 4.8 

MeV indicated by the solid line in Fig. 4.31. Since the shape of the background from 

the  alpha source was essentially flat for energies below 4.8 MeV, the to tal num ber 

of background counts th a t was determ ined for each detector is evenly d istributed  

throughout this energy range. Even in the case of S trip  # 4 , which was the closest
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Figure 4.31. Energy spectrum  of the 241A m  source as measured by (a) S trip  # 2 , (b) 
S trip  # 4 , and (c) S trip  # 6  in singles m ode. The solid line indicates the  lower edge 
of the alpha peak used to separate the a lpha peak from the flat background.
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Table 4.3. Estim ated background in the coincidence spectra for the strip  detectors 
due to the 211 Am source.

Strip Det Ratio (Angles) Alpha peak area (coinc) Background area
1 0.055 0 -

2 0.081 9 0.726
3 0.089 25“ 2.2
4 0.055 48 2.64
6 0.085 3 0.25

“ Total for runs before Run 25.

to the alpha source and thus measured the highest num ber of events in the alpha 

peak, the number of background counts th a t would be m easured at energies below 

4.8 MeV is negligible. Hence, for energies less than  4.8 MeV. the background due 

to the alpha source can be neglected.

In addition to the coincidence requirement between 9 Li particles in the focal 

plane and the silicon detectors, which also included the presence of the two focal 

plane CRDCs (S801 and S802) in the event, the CRD Cs in the  analysis line (S803 

and S804) m ust also be present in order be able to determ ine the energy and angle 

of the incident beam. W hile the two focal plane CRDCs detected 9Li particles with 

nearly 100% efficiency, the efficiency for S803 and S804 in detecting the incident 

9 Li particles was determ ined to  be 68% based on th e  direct beam runs th a t were 

performed during the experim ent. This poor efficiency of S803 and S804 in detecting 

the incident 9 Li particles was mostly likely due to the  fact th a t 9Li does not produce 

a strong ionization signal in the gas along with th e  fact th a t  the volume of gas 

th a t was present w ithin the two detectors is quite small. W hile the inform ation 

from S803 and S804 is not necessary in order to identify the events of interest, the 

ability of the experim ent to  measure the events from the (d,p) reaction is reduced
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without S803 and  S804 due to the fact th a t the incident beam had a ±1%  spread 

in energy. T his large spread in the incident energy increases the uncertainty in 

determining th e  Q-value of the reaction as is illustrated in Figure 4.32 which shows 

the calculated uncertainty in the Q-value as a  function of the proton scattering  angle. 

In Fig. 4.32. th e  solid curve represents the uncertainty in the Q-value assuming an 

uncertainty in the  measured incident energy of ±0.17%  (cr) due to  the uncertainties 

in measuring th e  incident energy using S803 and S804 while the dashed curve is the 

uncertainty in the Q-value assuming the ±1.0%  energy' spread in the incident beam 

as the uncertainty. In both  calculations, the uncertainty in the m easured proton 

energy was assum ed to be ±1.5% (cr) for all of the scattering angles considered in 

the calculation and any error in determ ining the energy losses for the incident 9Li 

and proton in the target was neglected. A lthough the effect of not m easuring the 

incident energy in the resolution of the Q-value measurement appears to  be small, it 

still ham pers th e  ability of the experiment to accurately resolve any low lying states 

which may appear in the structure of 10Li.

4.3.1 Mass m easurem ent

Since the m ass of 10Li is not well known, an  attem pt was m ade to  measure 

the mass based on the location of the kinem atic edge of the proton events from 

the 9Li(d.p) reaction. The proton events used to  determine the mass of 10Li were 

selected if their energy was the largest observed relative to the other proton events 

detected w ithin a similar angular range. Those pro ton  events which were near the 

energy' of the 241 Am line were excluded from this selection process in order to  ensure 

that the events being considered were from the (d,p) reaction. Also excluded were 

those events in  S trip  # 3  which were recorded after Run #25. In addition, only those 

events which were in coincidence with S803 and S804 were considered in order to
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Figure 4.32. P lot of calculated uncertainty in the Q-value as a function of the 
proton scattering angle w ith the measurement of the incident included (solid curve) 
and w ithout a m easured incident energy (dashed curve). Both calculations were 
performed for a  Q-value of -2.25 MeV assuming an uncertain ty  in the measured 
proton energy of ±  1.5% (a) for all of the scattering angles.

optimize the accuracy of the determ ination by accounting for the energy and angle 

of the incident beam. Once these edge events were selected, the mass of 10Li was 

determ ined by fitting the energy of the protons on the edge of the distribution based 

on the angle a t which they were scattered a t as well as the m easured incident energy 

of the beam. In the fitting procedure, the energies of th e  incident beam and the 

proton were corrected for energy losses in the target assum ing the event took place 

a t the center of the target. The scattering angle of the  protons was determ ined 

by performing a dot product between the incident beam  vector and the vector 

determ ined from the location of the detected proton in the silicon array. Errors 

were considered in the fit for bo th  the angles and energies of the proton as well as 

the incident beam. The resulting fit to  the proton events is shown in Figure 4.33 with
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Figure 4.33 with th e  gold points indicating the events that were considered in fitting 

the kinematic edge of the distribution.

The mass excess for 10 Li th a t resulted from the fit of the kinem atic edge of the 

protons from the (d.p) reaction was 33.10 ±  0.08 MeV (±cr). T he  error in the 

mass excess is based on the point where the  reduced \ 2 deviates from the global 

minimum by one unit. In the  inset of Fig. 4.33. the reduced x 2 f°r the  fit is shown 

as a function of the  mass excess for l0Li th a t was considered in fitting the data. 

It should be noted th a t this mass m easurement for 10 Li should only be considered 

as a lower lim it due to  the fact th a t m ost of the observed events lie below the fit 

which correspond to  a more massive 10 Li nucleus. Although this mass m easurem ent 

is only a  lower lim it to  the mass of 10Li. it still appears consistent w ith  the  current 

value of 33.050 ±  0.015 MeV [42] listed in the NUBASE mass evaluations.

4.3.2 Q-value m easurem ent

In addition to  determ ining the mass of 10Li directly from the kinem atic edge of 

the proton distribution, the Q-value for the 9Li(d.p) reaction was also determ ined 

based on the m easured pro ton  energies and angles. Figures 4.34(a) and  (b) show the 

Q-value spectra for the CD detectors and the  strip  detectors, respectively, for all of 

the coincident events m easured in the experim ent without requiring an  additional 

coincidence with S803 and S804. A peak is evident in bo th  spectra  a t approxi­

m ately -2.9 MeV. Including the information from S803 and S804 to account for the 

incident beam  appears to  improve the resolution of the Q-value spec tra  slightly as 

is illustrated in Figs. 4.34(c) and (d), although the peak in the spectrum  for the 

strips now seems to  have shifted to lower Q-values. In the case of the CD spectrum , 

a  possible second peak becomes apparent a t  a  Q-value which corresponds to  the 

measured ground s ta te  mass for 10Li. This peak, if real, would seem to  correspond
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Figure 4.33. Plot of proton energy vs proton angle for d a ta  in coincidence with 
9Li in focal plane. S803, and  S804. The solid curve is the best kinematic fit to the 
d a ta  varying only the mass of 10 Li while the gold points indicate the events which 
were considered in fitting the  kinematic edge. In the inset, the reduced x 2 f°r the 
kinematic fit as a  function of the mass excess of 10Li.
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Figure 4.34. (a)-(b) Q-value spectra for the CD detectors and Strip detectors, re­
spectively, for all coincident proton events, (c)-(d) Q value spectra for CD detectors 
and Strip  detectors, respectively, for p ro ton  d a ta  in coincidence with S803 and S804 
as well as the focal plane. In all of the figures, the dotted  line is Q-value corre­
sponding to  the 9L i+ n  threshold while the dashed line is the Q-value corresponding 
to the m easured mass of 10Li.

to the ground s ta te  of 10Li confirming the  presence of a  low-lying s ta te  th a t has 

been observed in previous experiments [5, 6, 7, 9].

W hile the presence of peaks in the Q-value spectrum  for both  the CD detectors 

and the S trip  detectors indicate the presence of structure in the reaction, the fact 

th a t the peak extends up to  -1.0 MeV in Q-value is a  potential problem. Since 10 Li 

is known to  be unbound to  neutron decay, a  threshold can be determ ined for the 

Q-value spectra  corresponding to  a lower lim it in the mass of 10Li. T his lower limit
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in can be determined based on the masses of 9Li and neutron:

m 10 >  m9 +  TTin (4.15)

Using the known masses of 9Li and neutron from previous studies [42]. the mass 

excess for this threshold is 33.025 M eV/c2, which places an upper limit on the Q- 

value for the (d.p) reaction o f -2.23 MeV. The fact th a t th e  peaks seen in Figs. 4.34(c) 

and (d) extend beyond this upper limit in the Q-value is possibly indicative of poor 

resolution in m easuring the  Q-value of the reaction. A nother potential problem 

th a t  is evident in these Q-value spectra is the fact th a t  the measured Q-values 

extend below -6.3 MeV a t  which point it becomes energetically possible for 10Li 

to decay via the 2n channel. This is due to the fact th a t  for Q-values below -6.3 

MeV. enough excitation energy has been im parted into the 9Li -I- n system so as to 

separate  a neutron from the  9Li core (5„ =  4.063 MeV for 9Li [32]). The resulting 

8Li from a two neutron decay of 10Li would not be detected  in the focal plane of the 

spectrograph since it would not have the proper m agnetic rigidity to pass through 

the spectrograph. Since it is not possible to detect 8Li in  the spectrograph from the 

breakup of 10Li. the probability  in detecting real events from the (d.p) reaction with 

Q-values much smaller th a n  -6.3 MeV is reduced due to  the availability of the 2n 

decay channel. Unlike the 13C(d.p) experiment in which the experimental threshold 

for m easuring the Q-value of the reaction was determ ined by the Sn of 14C. no such 

threshold exists in the 9Li(d.p) experiment due to the fact th a t the excitation energy 

th a t  is im parted into the  10Li nucleus, or more appropriately  the 9Li 4- n system, 

does not necessarily cause the 9Li nucleus to become excited. Hence, while it is 

possible th a t the events observed with Q-values less th en  -6.3 MeV are true 9Li(d,p) 

events, the substantial num ber of events seen in this Q-value range may indicate the 

presence of background processes in the experiment th a t  have not been accounted 

for.
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If one assumes th a t the peaks in the Q-value spectra are due to the presence of 

structure in 10Li, then the relative angular distribution of the events m ay provide 

some insight into the nature of th a t structure. Figure 4.35(a) shows the relative 

angular d istribution of events with Q-value >  -4.0 MeV measured in bo th  CD de­

tectors as well as Strips # 1 . # 2  and # 4 , as a function of the laboratory  pro ton  

scattering angle. Due to a lack of statistics, each CD detector was trea ted  as a 

single angular bin, with the events in the given detector summed and placed a t 

the central angle of the detector. Because of the physical offset in the silicon strip  

array, the events measured in the strip  detectors were placed into two angular bins, 

each of which covered 22°. The solid angle for each angular bin was determ ined 

separately  for each strip  detector and then sum m ed together to determ ine the  to ta l 

solid angle for the angular bin. A lthough the  angular distribution only consists of 

four points w ith rather large error bars, there are possible signs of s tru c tu re  as is 

illustrated  in Fig. 4.35(b) where the angular distribution is given as a  function of the 

subsequent 10Li center of mass angle. This distribution was determ ined by trans­

forming the solid angle as measured in the lab into the solid angle covered in the 

center of mass reference frame using the Jacobian th a t was determined using PKIN. 

Although there are indications of structure in the angular distribution, it should be 

noted th a t the angular distributions shown in Figs. 4.35(a) and (b) have not been 

corrected for the efficiency of the experim ental setup in detecting coincident events 

as a function of the proton lab angle. These corrections to the angular d istribu tion  

will be determ ined using Monte Carlo techniques and will be presented in the  next 

chapter.

W hile m any questions surround these Q-value spectra, it may be possible to 

confirm th a t the peaks observed in the Q-value spectra are due to  the s tru c tu re  of 

10Li by perform ing a  full reconstruction on the  d a ta  using the measured energies and
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Figure 4.35. Relative angular distribution of the (d.p) events w ith Q > -4.0 MeV 
as a  function of (a) the proton laboratory scattering angle and (b) the 10Li center 
of mass angle.

angles of the outgoing 9Li in addition to the information from the silicon detectors, 

as well as the two tracking detectors in the analysis line S803 and S804. In order to 

properly understand the results of such a reconstruction, as well as to  address the 

issues surrounding the Q-value spectra, Monte Carlo sim ulations of the experimental 

setup and breakup process were performed. From these, we hoped to determ ine the 

response of the experim ental setup in detecting the events from the 9Li(d,p) reaction, 

in term s of the Q-value resolution as well as the efficiency of the setup in detecting 

coincident events between the focal plane and the silicon detectors. The results of 

the full reconstruction of the data , as well as the in terpretation  of the d a ta  using 

M onte Carlo techniques, are presented in the next chapter.
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CHAPTER 5

INTERPRETATION AND CONCLUSIONS

5.1 Full Reconstruction

In determ ining the  Q-value of the 9Li(d.p) reaction using the inform ation from 

the silicon detectors and the incident beam  tracking detectors, the spectrograph 

was only used to  identify the events of interest. This usage of the spectrograph 

completely neglects its abilities to precisely m easure the energy and angle of the 

outgoing 9Li particle. Performing a full reconstruction of the breakup of 10Li using 

the measured inform ation from all of the various detector systems could improve the 

ability of the experim ental setup to resolve the structure of 10 Li as well as provide 

a way to remove any background th a t is present in the data.

The first step in performing this reconstruction was to determ ine th e  to ta l energy 

of the outgoing 10Li from the  (d.p) reaction based on the measured energies of the 

proton and incident 9 Li particle. This was done by using conservation of energy:

E i o  = T 9 +  m g  + m d -  T p  -  n y  (5.1)

where T g  and T p  are the kinetic energies of the 9Li nucleus and the proton, respec­

tively. corrected for an  assumed energy loss in  the ta rge t consistent w ith  the  reaction 

occurring a t the physical center of the target (where the speed of light c has been 

set equal to  1, here and elsewhere in this C hapter). W ith the to ta l energy of 10Li
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determined, the magnitude of its momentum is then:

Ipiol =  y jEva ~  m 2l0 (5.2)

where m 10 is the mass of 10Li th a t was measured in this experim ent. The scattering 

angle of 10Li, 9W. is related to  the proton scattering angle measured relative to  the 

incident 9Li vector by [34]:

tan(6 l0) =  - pr sm dE (5.3)
p 9 -  P p  COS Up

Due to the angular divergence th a t was present in the  incident beam, the refer­

ence frame used to  describe the m otion of 10Li in Equation 5.3 is rotated relative to 

the optical axis by an am ount equal to  the incident angle of the incoming particle. 

Because the angles of the  outgoing 9Li at the target were reconstructed from the 

information in the focal plane of the spectrograph, the m otion of the outgoing 9Li 

was reconstructed a t the target relative to the optical axis of the spectrograph. In 

order to properly relate the  m otion of the outgoing 9 Li w ith the motion of 10 Li prior 

to  its breakup, pxo m ust be measured with respect to th e  optical axis as well. To 

transform  the m easured p 10 into the reference frame defined by the optical axis of 

the spectrograph, the coordinate system was ro tated  by an am ount equal to  the 

measured angles of the incident 9Li particle, namely a ,nc and btnc. W ith pio de­

scribed in Cartesian coordinates, and defining pio,/a6 as the momentum of 10Li th a t 

is measured with respect to  the optical axis, the relationship between p 10 and pio./at 

is given by:

PlQ.lab =  R x(,bxnc )R y  (Q'inc)PlO (^-4 )
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where R x is the rotation about the x-axis and Ry is the rotation about the y-axis 

given by:

/

R x  ( b i n e )  =

R y i ^ i n c )  —

1 0  0 

0 cos(6,nc) - s in ( 6 inc)

0 sin (binc) cos (binc) j

(  cos (a,nc) 0 — sin (amc) ^

(5.5)

(5.6)0 1 0

^  sin (atnc) 0 cos (a,„c) J

Once the momentum and to tal energy of I0Li had been determ ined with respect 

to the optical axis, the velocity of l0Li was then calculated using Equation 3.8 in 

order to transform  the outgoing 9Li energy and momentum measured in the lab into 

the breakup center of mass reference frame. In order to calculate the velocity of 10 Li 

in the lab, it was necessary to assume th a t the the mass of 10Li was constant, which 

neglects any increase in the the mass energy of 10Li due to additional excitation 

energy produced in the initial (d,p) reaction. Thus, the velocity of 10 Li th a t was 

calculated in this manner was only a  first order approximation and has a certain 

am ount of system atic error associated w ith it, illustrated in Figure 5.1. Here, the 

velocity of 10Li, (3, is presented as a  function of the mass of 10Li near the ground state 

mass for 10Li th a t was measured in th is work (9348.038 M eV/c2). In the figure, 0 

was calculated assuming an incident 9Li energy of 177.08 MeV and a  detected proton 

energy of 2.8 MeV, which are typical for this experiment. As can be seen, variation 

of the mass of 10Li by a rather large am ount corresponds to a very small change in 3. 

Hence, the  approximate 0  th a t is calculated in the reconstruction process is within 

a few percent of the actual value. W hile varying the mass of 10Li has a small affect 

on the accuracy of the reconstructed 0, the uncertainty in the incident energy' has 

a pronounced effect. In Fig. 5.1, the dashed curves represent a two er uncertainty in
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Figure 5.1. Plot of 3  as a function of the mass of 10Li. The 3  value was calculated 
assuming an incident 9Li energy of 177.09 MeV and a detected proton energy of 2.4 
MeV. The dashed curve represents a 2 a  error in the determined 10Li to ta l energy 
assuming th a t the energy of the incident 9Li was detected. The dotted  curve is the 
error w ithout an incident energy measurement.

3  based on the uncertainties in measuring the incident beam energy using S803 and 

S804. while the do tted  curves are the uncertainties in 3  when no m easurem ent of the 

incident beam energy was made. In both  of these error calculations, the uncerta in ty  

in the proton energy was taken to  be ±1.5%. Because of the large difference in the 

error associated w ith 3 - the full reconstruction was only accurate when using the 

events in which S803 and S804 were also in coincidence with a silicon d e tec to r and 

the spectrograph.

W ith  the direction and magnitude of the velocity of 10Li now determ ined, the 

m om entum  vector of the  outgoing 9 Li was ro ta ted  into the reference frame defined by 

the motion of the 10Li nucleus so as to  determ ine the components of th e  outgoing
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9 Li m om entum  th a t were parallel and perpendicular to the m otion of 10 Li. Tliis 

ro ta tion  was performed using the  matrices R x{bw) and Ry{a \0). w ith the angles 

a 10 and 6i0 determined with respect to  the optical axis of the spectrograph. Once 

the momentum of the outgoing 9Li was determined in the 10Li reference frame, it 

was then  Lorentz transform ed into the rest frame of I0Li using Equation 3.9. The 

energy released in the subsequent breakup of 10Li. Qbreak-. was th en  determ ined using 

Equation 3.15. The results of th e  full reconstruction are shown in Figures 5.2(a) and 

(b) where the summed breakup Q-value spectra are presented for the CD detectors 

and strip  detectors, respectively. The spectra shown in Fig. 5.2 are only for those 

events which include the inform ation from S803 and S804, and exclude the events 

from Strip  # 3  for runs which occurred after Run # 25 . In b o th  spectra, a  peak is 

evident in both sets of silicon detectors a t approximately Qbreak =  0.6 MeV with 

the tail of the peaks appearing to  extend beyond 2.0 MeV. W hile the location of 

the peak observed in the spec tra  is relatively consistent w ith the  peak th a t was 

observed in the (d.p) Q-value spectra  (Fig. 4.34), questions concerning the amount 

of background present in the spec tra  still remain. Because Qbreak is by definition a 

positive number, the events th a t  were measured with a Q-value for the (d.p) reaction 

greater than  the known upper lim it will possibly lie underneath  the observed peak 

in the Qbreak spectra. These are indicated as the dashed histogram  in Fig. 5.2 for 

bo th  spectra.

To illustrate th a t the two m ethods for measuring the s tru c tu re  of 10Li were 

consistent w ith one another, th e  values of Qbreak from the full reconstruction are 

p lotted  as a function of the m easured Q-value for the (d,p) reaction  as shown in 

Figures 5.3(a) and (b) for the CD and strip  detectors, respectively. W hile the lack 

of statistics makes it difficult to  determ ine if the two m easurem ents are correlated 

in the CD detectors, a  correlation between the two param eters is observed in the
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Figure 5.2. Sum m ed reconstructed breakup Q-value spectra for the (a) CD detectors 
and the (b) S trip  detectors. In both (a) and  (b), the dashed histogram  is the 
distribution of events in which the Q-value for the (d.p) reaction was m easured 
larger than  -2.20 MeV.
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strip  detectors. Although this correlation is broad, the fact th a t it exists indicates 

th a t the two m ethods are consistent with one another for the strip  detector data. 

While the  m ajority of events in Fig. 5.3(b) appear w ithin the correlated band, two 

distinct groups are apparent above and below this band. The group which lies 

below the correlated band are events in which less energy was measured from the 

breakup of 10Li than  was initially im parted into 10Li from the (d.p) reaction. The 

presence of this group indicates th a t either Qbreak was im properly reconstructed, or 

th a t not all of the energy' th a t was released in the breakup of 10Li can be determ ined 

from the outgoing 9Li momentum. Assuming th a t Qbreak was in fact reconstructed 

appropriately, one possible explanation for the missing energy from the breakup of 

10Li would be if 10Li was produced in the (d,p) reaction w ith  9Li in its excited s ta te  

a t E x =  2.691 MeV [32], which subsequently decays to  the  ground state  via gam m a 

decay prior to entering the spectrograph. This becomes energetically possible when 

the Q-value of the (d,p) reaction is less than -4.9 MeV. If the 9Li core were to be 

excited in the production of 10Li, the emission of the gam m a ray from the excited 

9Li nucleus would reduce the Qbreak th a t is determ ined in the full reconstruction 

relative to the Q-value th a t was measured in the (d.p) reaction. The fact th a t 

this group appears a t Q-values which are approximately 2.5 MeV smaller than  the 

determ ined ground sta te  Q-value for the (d,p) reaction provides some credence to 

this possibility, which will be discussed in more detail by com paring the d a ta  with 

M onte Carlo simulations in the next section.

Unlike the events which lie a t  lower Qbreak values th an  the correlated band in 

Fig. 5.3(b). the events th a t are a t larger Qbreak values are unlikely to be true co­

incidence events due to the fact th a t the amount of energy th a t was reconstructed 

in the breakup center of mass frame is larger than  th a t produced in the (d,p) re­

action based on the measured Q-value of the reaction. An indication of this can
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Figure 5.3. Reconstructed Q-value spectra  for the breakup of 10Li as a  function of 
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Figure 5.4. (a) Qbreak vs Q-value for the Strip detector d a ta  from Fig. 5.3(b). (b) 
Proton Energy vs P ro ton  Angle for the Strip da ta . In both  cases, the solid dots 
indicate the events which do not have the proper correlation between Qbreak and  the 
reaction Q-value.

be deduced from the position of these events in the proton kinematic plot for the 

strip detectors. This is shown in Figure 5.4(b) as the solid circles, which can be 

compared w ith the  location of the remaining events th a t are shown as the open 

circles. The fact th a t  alm ost half of the uncorrelated events lie in a band near 5.5 

MeV, corresponding to  the energy of the alpha line from the 241 Am source, indicates 

that these uncorrelated events were very likely due to  random  coincidence events 

and not true (d,p) events. This would also explain why no such events are visible 

in the CD d a ta  since the  num ber of random  coincidences th a t were calculated for 

these detectors was essentially zero. Since these uncorrelated events are relatively 

well separated from th e  correlated data, they can be subsequently removed from the 

data.
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While the correlation is relatively strong between the reaction Q-value and Qbreak 

at small Qbreak values, the fact that the correlation between the two gets broader 

at higher excitation energies raises questions as to whether the events observed at 

the higher excitation energies were measured properly, or if there is any indication 

of other background processes th a t are present in the data. To ascertain  the nature 

of the events a t large excitation energies, an attem pt was made to  determ ine what 

relationship, if any. could be made between the measured Q-value spectra  of the (d.p) 

reaction and the measured angles of the outgoing 9 Li particle from the spectrograph. 

In Figure 5.5. the profile of the reconstructed 9Li angles a t the target. atarget and 

btarget • hi coincidence with (a) Strip # 1 . (b) S trip # 2  and (c) Strip # 4  are presented. 

In each plot, the  black solid circles represent events with reaction Q-values >  -4.05 

MeV, the red solid circles represent events w ith Q-values ranging from -4.05 MeV 

to -6.35 MeV, and the open black circles representing events with Q-values <  -6.35 

MeV. As is evident by comparing the d a ta  from the three different strip  detectors, 

the location of the  large Q-value events with respect to the two reconstructed 9Li 

angles vary depending on which strip  detector measured the proton. For instance, in 

the case of S trip  # 1  (Fig. 5.5(a)) which detects protons moving prim arily in the + x 

direction and is centered about the y-axis, the events with high Q-values are centered 

a t approxim ately —30 mr in ataTget, indicating th a t all of these events entered into 

the spectrograph moving in the -x direction. A similar correlation is seen in Strip 

# 2  (Fig. 5.5(b)) which is located slightly above the optical axis in the x-direction 

and is offset from the optical axis in the -y direction. In this case, 9 Li particles which 

are associated w ith high Q-value events enter the spectrograph moving in the +  y 

direction and are nearly centered in the x direction. The fact th a t the direction of the 

detected 9Li in the spectrograph is correlated w ith the Strip detector th a t detected 

the outgoing proton in coincidence indicates th a t the two detector systems are not
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measuring random  coincident events but are m easuring particles from the sam e 

reaction. Furtherm ore, a t  small breakup energies, th e  m otion of 9Li is essentially the 

same as the m otion of 10Li prior to its breakup. Hence the correlation between the 

detected 9 Li m otion and the  proton motion is strongest when the excitation energy 

of the 10Li nucleus is small corresponding to a larger Q-value for the (d.p) reaction. 

Due to the inverse kinem atics of the reaction, the large spread in proton angles th a t 

is detected by an individual strip  detector (approxim ately 30°) corresponds to a very 

small spread in the angle for the I0Li nucleus (approxim ately 1.5° or 26 m r). Hence, 

the d istribution of events a t  larger Q-values in Fig. 5.5 is centered about a central 

point which corresponds to  the direction of the 10Li m otion prior to its breakup.

As the excitation energy of 10Li becomes larger, the range of angles a t which 9Li 

is em itted in the lab relative to  the original m otion of 10Li. referred to as the breakup 

angle 9 ^ . also increases. As a  result, those events in Fig. 5.5 which correspond to  

larger excitation energies in 10 Li cover a  larger range of planar angles abou t the 

same point as the events corresponding to smaller excitation energies. This corre­

lation between the excitation energy of 10 Li and th e  breakup angle is also evident 

in Figures 5.6(a) and (b), in which the (d.p) Q-value is presented as a function of 

the measured breakup angle, 0br for the CD and S trip  detectors, respectively. In 

both cases, a  relatively sharp  upper edge is apparent in bo th  distributions which is 

indicative of a lim it in Obr due to  the kinematics o f the breakup. The uncorrelated 

events th a t were gated in  Fig. 5.3 for the strip  detectors appear above the upper 

edge of the distribution as indicated by the solid dots in Fig. 5.6(b). W hile the  

upper edge to the d istribu tion  is quite pronounced, a  lower edge is much more dif­

fuse. The upper edge to  th e  distributions shown in  Fig. 5.6 is primarily due to  the 

kinematics of the breakup of 10Li in the lab, but th e  diffuse lower edge of the dis­

tribution indicates a  possible lim itation in the experim ental technique in detecting
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with Q <  -6.3 MeV.
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small breakup angles a t larger excitation energies for 10Li. Such a lim itation would 

imply that the efficiency of the experimental setup in detecting the events of interest 

was dependent on the  excitation energy of the 10Li nucleus th a t was produced in 

the reaction. This energy dependent detection efficiency would distort the  m easured 

reaction Q-value and Qbreak spectra and thus would have to be corrected for in the 

analysis of the data. W hile an estim ate could be made for this efficiency function 

based on the range of breakup angles th a t were not measured at a given reaction 

Q-value relative to the observed upper edge of the distribution, the best m ethod for 

determining this efficiency function is through the use of Monte Carlo calculations 

which will be discussed in the next section.
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5.2 Monte Carlo Sim ulation

5.2.1 Overview

In order to relate the results of this experiment with the physical processes th a t 

occurred in the production and breakup of 10Li. the response of the experimental 

setup in detecting the events of interest must be fully understood and accounted for 

in the analysis of the data . Because of the complex n atu re  of th e  9Li(d.p) reaction, 

a series of Monte Carlo calculations were performed to determ ine the effects th a t 

the experimental setup had on the measured results. In a  M onte Carlo calculation, 

the details of the experim ental setup are folded in w ith the physical processes of 

the reaction through the random  sampling of the the pertinen t probability density 

distributions. Sampling th e  distributions in this m anner allows for the generation 

of simulated sets of d a ta  which are comparable w ith the experim ental d a ta  and 

thus allow for a direct com parison between the theoretical physics involved in the 

reaction and the measured data . [53]. The specific experim ental details th a t are 

often incorporated into M onte Carlo calculations include such quantities as the 

resolution and geometry of the various detector systems, the size and divergence of 

the incident beam, and the  effects of the target on the particles th a t are detected 

in the experiment. The essential benefit in performing M onte Carlo calculations is 

the fact th a t it utilizes numerical integration techniques to  calculate the quantities 

of interest. For instance, the  intrinsic detection efficiency for an  experim ental setup 

can be calculated using a  M onte Carlo simulation by determ ining the  number of 

sim ulated events th a t were detected in the experimental se tup  for a  given number 

of reaction events which were generated in the simulation. T he calculated efficiency 

for the experiment is then simply the ratio of the num ber of detected  events to the 

num ber of generated events w ith an uncertainty equal to the s ta tis tica l errors in the 

two numbers added in quadrature. Hence, a calculation which analytically involves
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the integration of a multi-dimensional function over several variables reduces to  the  

calculation of a sim ple ratio  of two num bers.

In this particu lar experiment. Monte C arlo calculations were needed to deter­

mine several different quantities which were not directly attainable from the d a ta  

nor through the use of other techniques. O ne im portant quantity  th a t needed to  

be determ ined was the  intrinsic detector efficiency of the experim ental setup  for 

coincidence events. Based on Fig. 5.6. this efficiency function is dependent on the 

10Li excitation energy. The reason for this is th a t  the finite angular and m om entum  

acceptance of the spectrograph limits the range of 9 Li momentum which can be 

detected in coincidence w ith the silicon detectors. If the detection efficiency were 

also dependent on the  p ro ton  scattering angle, then the measured angular d istribu­

tion of the p ro ton  events would also have to  be corrected in order to determ ine the 

proper Jacobian for transform ing the angular distribution as measured in the lab 

into the center of m ass reference frame where it could be compared with theoretical 

predictions.

Another im portan t quantity  th a t was needed from the Monte Carlo calculation 

was the energy resolution of the experim ental setup  in measuring the Q-value of the 

(d.p) reaction as well as the subsequent breakup of I0Li. Although an  estim ate of 

the resolution could be m ade based on the m easured resolution of the ground s ta te  

Q-value for the 13C (d ,p) reaction, enough differences existed between the conditions 

of the two experim ents th a t it was necessary to  determine the resolution of the 

experim ent using a  M onte Carlo simulation.

5.2.2 Event G eneration

The 9Li(d,p) events were generated in th e  M onte Carlo sim ulation using the 

incident beam  param eters th a t were m easured a t the target by S803 and S804. These
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measured incident beam param eters were reproduced in the simulation using one of 

two possible techniques. If the shape of the d istribution for a  particular param eter 

was Gaussian in nature, the subroutine GASDEV [55] was used to transform  a 

uniform distribution of random  numbers th a t was generated by the random number 

generator RAN2 [55] into a G aussian distribution. If th e  distribution of a particular 

incident param eter was not Gaussian, then the incident beam  param eter was selected 

using the rejection m ethod, in which two random  num bers chosen from uniform 

distributions are used to  indicate the location of the  event in a two dimensional 

plot th a t encompasses the  probability function of interest [53]. If the location of 

the event lies outside the  region th a t is defined by th is  function, as illustrated in 

Figure 5.7(a) [where the set of random numbers (x i,y i) lie outside the measured 

distribution for incident beam  param eter a^nc] then the event is rejected in the 

M onte Carlo simulation and a  new set of random  num bers are generated until a 

set of numbers which lie inside the region defined by th e  function is selected. This 

is the case for the second set of random numbers (x 2,V2) in Fig. 5.7(a). Once this 

occurs, the value of the random  number Xi is taken to  be the value of the beam 

param eter of interest for the simulated event. The results of using the rejection 

m ethod to generate the Oinc distribution is presented in  Fig. 5.7(b), where the  black 

histogram  is the sim ulated Oinc distribution while the red circles are the measured 

ainc distribution.

Along with ensuring th a t the simulated distribution for each incident param eter 

was consistent with the d istribution th a t was measured in the experiment, the cor­

relations between the various incident beam param eters were also reproduced in the 

M onte Carlo distribution. An example of a  correlation th a t was observed between 

the incident beam param eters is shown in Figure 5.8(a), in which the measured angle 

a t the target binc is shown as a  function of the measured target position, yinc for the
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Figure 5.7. (a) Illustration of the rejection m ethod in producing the Oinc d istribu­
tion. (b) Resultant a,nc distribution from the Monte Carlo calculation (solid line) 
compared with the  measured Oinc d istribution from a direct beam rim  (red circles).

direct beam R im #  62. To simulate the correlation between these two incident beam 

parameters, the distribution was projected onto axes that were parallel and  perpen­

dicular to the central axis of the d istribution shown by the red line in Fig. 5.8(a). 

This was done by first ro tating  the distribution counter-clockwise in the  b-y plane 

about its center by an am ount equal to th e  angle between the central axis of the 

distribution and the  original binc axis, in order to remove the correlation between 

the two parameters. After rotating the distribution  this way, projections were made 

onto the two ro ta ted  axes yTOt and brot- T he result of this projection is shown in 

Fig 5.8(b) where no correlation is evident between the two ro tated  axes brot and yrot 

in the measured distribution. The param eters brot and yrot were then  selected a t 

random in the M onte Carlo calculation based on these measured distributions and 

transformed into binc and y inc by applying a  clockwise rotation on the two param e­

ters with the appropriate angle. W ith the application of this clockwise ro ta tion  on 

the initially selected param eters in the sim ulation, the correlation between binc and
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Vine is properly sim ulated as is evident in Fig. 5.8(c) which shows the sim ulated binc 

as a  function of y inc for 2500 simulated events. The grey line in Fig. 5.8(c) is the  

same as shown in Fig. 5.8(a).

Once the param eters for the incident 9Li particle had been determ ined for a  given 

sim ulated event, the location of the (d.p) reaction w ith in  the target was chosen 

a t random  to account for the  possible variations in the  distance traveled by the 

incident 9 Li particles prior to  the occurrence of the (d.p) reaction. In addition to  

varying the location of the  reaction with the target, energy straggling effects due 

to the random interactions between the individual partic le  and the target atom s 

were calculated for both  th e  incident and exiting 9 Li partic les as well as the exiting 

proton. The energy straggling w ithin the target was assum ed to  have a G aussian 

distribution  with a  mean of zero and a width th a t was determ ined on an event by 

event basis using calculations performed with the code S T O P X  [52], which accounted 

for the  energy of the particle as well as the am ount of m ateria l the particle traveled 

through in the target. M ultiple scattering effects w ithin th e  targe t due to small angle 

Coulomb scattering between the particle and the atom s w ith in  the target were also 

considered in the sim ulation. The effects of multiple scatte ring  within the target 

w>ere considered for both  th e  angle a t which the particle moved through the target, 

as well as in the final position of the particle. The w idth  o f the angular straggling 

d istribution  th a t resulted from the multiple scattering. 9stra. was determ ined based 

on STO PX  calculations for th e  given energy of the partic le  and the effective target 

thicknesses th a t the particle passed through in the reaction. Once the w idth of the 

angular straggling was calculated, the change in the position  of the particle was 

determ ined from [56]:

A ZiL90 z2L90
A y = i m + ~  ( 5 , )
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Figure 5.8. (a) M easured binc as a function of yinc for the direct beam  Run #62. 
(b) R otated binc as a  function of the ro ta ted  yinc used to determine the projections 
of the two variables onto the ro ta ted  axes, (c) binc vs yinc for 2500 events generated 
in the Monte Carlo simulation. The line in Figures (a) and (c) represents the slope 
used to  determ ine the  angle for ro tating  th e  spectrum .
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where A y is the  change in the position of the particle in the y-direction. Zi and z2 

are random numbers chosen from a Gaussian d istribution with a  mean of zero and 

standard  deviation of one, L is the physical distance traveled through the target 

m aterial, and 0O is related to the width of the angular straggling distribution 8stra 

th a t was determ ined from STO PX  by:

». =  (5.8)

T he change in the  position of the particle due to  the angular straggling with the 

ta rge t wras treated equally in both  directions, with a  separate set of random variables 

Z\ and z 2 selected for each direction. The change in the p lanar angles of the particle, 

a  and b. was calculated from [56]:

A a = z20 o (5-9)

where A a is the change in the planar angle, a. of the particle.

W ith  the location of the  reaction determined within the target, the scattering

and azim uthal angles for 10Li, 0Li and 6 u  respectively, were randomly chosen in

the center of mass frame for the (d.p) reaction along w ith the excitation energy' 

E x for 10 Li in order to generate the energy and m om entum  of the outgoing proton 

from the 9Li(d.p) reaction. To simplify the Monte Carlo calculation, the possibility 

of polarization of the reaction products was neglected, allowing for cpLl to be cho­

sen from a uniform distribution for all of the Monte Carlo calculations th a t were 

performed. In the initial calculations, the 10Li nucleus th a t was produced in the 

sim ulation was assumed to  consist of a neutron and 9 Li core which was in its ground 

s ta te  configuration. Two different distributions for 0Li were considered depending 

on the quantities th a t were being calculated in the M onte Carlo simulation. An 

isotropic distribution was used for 6 u  when calculating the efficiency of the exper­

im ental setup in detecting the (d,p) events as a  function of the proton scattering
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angle. The angular distributions th a t were calculated with the coupled channels 

code FRESCO [31] were used when directly  comparing the measured angular data  

w ith theory.

In addition to selecting different angular distributions for the 10Li center of mass 

scattering  angle, different distributions were considered in selecting the excitation 

energy for 10Li. To determine if the efficiency of the experimental setup  was depen­

dent on the breakup energy of 10Li, a uniform  excitation energy d istribu tion  was 

used in order to  probe the entire phase space th a t was measured in th e  experim ent. 

In calculating the resolution of the experim ent in measuring either Q-vaiue of the 

(d,p) reaction or the Q-value of the breakup of 10Li, a delta function was used when 

selecting E x so th a t the resulting shape and w idth of the spectra was only due to 

the effects of the experimental setup on the  spectra.

Assuming the (d,p) reaction is two body in nature, the random  selection of these 

reaction param eters immediately defines the  m otion for both the 10Li nucleus and 

the proton in the center of mass frame and subsequently in the laborato ry  frame, 

where the m otion of the incident particle is by definition along the z-axis. In order to 

determ ine if the proton was detected by a  silicon detector, however, it is necessary to 

describe the m otion of the proton in the reference frame where the z-axis is defined 

as the optical axis of the spectrograph. Hence, Eqn. 5.4 was used to  transform  the 

coordinates of the proton and outgoing 10Li from the reference frame defined by the 

incident particle to the reference frame defined by the optical axis.

In order to assume th a t the (d.p) reaction was two body in nature, the  breakup of 

10Li m ust occur a t some time after the p ro ton  had been em itted from the reaction 

so th a t the emission of the neutron from 10Li has no effect on the m otion of the 

proton. This implies th a t the location of the breakup of 10Li w ithin the  targe t is 

slightly different than  the location of the  initial (d.p) reaction. However, because
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th e  relatively short lifetime of 10Li (approximately 10-23 s). the  distance the 10Li 

would travel before breaking up would be extremely small. Thus, the sim ulation 

assum ed th a t the breakup of 10Li occurred a t essentially the same location w ithin 

the  target as the initial (d,p) reaction.

The breakup of 10Li was assumed to be isotropic in the 10Li rest frame and  

independent of the (d.p) reaction. The m agnitude of the velocity of 9Li in the  

breakup center of m ass fram e is given by [54]:

w

0 L . c n  =  ./ (5.10)y m g(mg +  m n )

/here Qbreak is related  to  the excitation energy of 10Li th a t was produced in the  

(d.p) reaction by:

Qbreak =  Qo +  Ex (5-11)

Here. Qa is the difference between the ground s ta te  m ass of 10Li and the masses of 

9 Li and a neutron:

Qo =  m 10 — m9 -  mn (5.12)

In the simulation. Q 0 =  0.073 MeV based on the m ass excess of l0Li th a t was 

m easured in this experim ent of 33.098 M eV/c2. The m om entum  of 9Li in the center 

of mass frame is given by:

m 90 Ll .cm (~ i o \
PLi'Cm =  , (0.13)

v/ i -

W ith  the m om entum  of 9Li now defined in the breakup center of mass frame, the  

m otion of 9Li can then  be determ ined in the laboratory  fram e by perform ing a  

Lorentz transform ation on the reference frame based on the motion of 10 Li th a t  

was determined from th e  (d,p) reaction. Once the 9Li m otion had been properly
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transformed into the laboratory frame, it was then be tracked th rough  the S800 

spectrograph so as to determine w hether or not the simulated event was detected 

in the focal plane of the spectrograph.

5.2.3 Detection of simulated events

Once an event had been generated, the  next step in the Monte Carlo simulation 

was determining if the outgoing proton and 9Li were detected in coincidence in the 

experimental setup. To simulate the acceptance of the S800 spectrograph, a  series 

of 8 COSY transfer maps were used, which transformed the positions, angles, and 

momentum of the  outgoing 9Li particles a t the target into a m easurem ent of the 

position a t each of the physical apertures th a t were present w ithin th e  spectrograph. 

These transfer m aps were generated based on the measured Bp settings of the spec­

trograph for the reaction runs and were applied sequentially in the sim ulation, in 

the  order in which the particle encounters the various apertures in th e  spectrograph. 

If the position of the particle at a given aperture was larger th an  the physical di­

mensions of the aperture, then the event was assumed to have not passed through 

the aperture and hence was not detected in the focal plane of the spectrograph. In 

Table 5.1, the physical limits of the apertures for each beam line elem ent are pre­

sented with respect to the central axis of the spectrograph [48]. If the  9 Li particle 

successfully passed through all eight of these apertures, then the position and angle 

of the particle was determined a t S801 based on the forward spectrograph transfer 

m ap in order to ascertain if the particle h it the active area of the detector. As a  final 

check to make certain  th a t the particle was properly detected in the focal plane, a 

final transfer m ap was applied, transform ing the generated position and angle of 

9 Li at the target up to  the E l scintillator a t the end of the focal plane. Only those 

events which passed through the active area of S801 and hit the active area of the
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Table 5.1. Size of limiting apertures within S800 spectrograph.

Spectrograph Element X Limit (mm) Y Limit (mm)

Q i ±  120. ±  120.
Q2 ±  210. ±  210.
D1 ±  340. ±  76.2
D2 ±  340. ±  76.2

E l scintillator were counted as events which were detected by the spectrograph in 

the simulation.

To test this m ethod of tracking the events up to  the  focal plane of the spec­

trograph. a Monte Carlo sim ulation was performed w’-hich sent the direct 9 Li beam  

up to the focal plane using COSY generated transfer m aps th a t were created w ith 

the Bp of the spectrograph set to measure the direct beam . Figure 5.9 show's the  

resulting focal plane distributions th a t were produced in the simulation as com pared 

w ith the measurements th a t were made during the actual experiment. W hile the  

results from the sim ulation are not in perfect agreem ent w ith the measured focal 

plane data, the fact th a t all of the simulated distributions have the same central 

location as well as the sam e size as the measured distributions indicated th a t th is 

m ethod of tracking events up to  the focal plane was accurate in the simulation. A 

second Monte Carlo sim ulation was performed in which the simulated direct beam  

was sent into the spectrograph using transfer maps th a t were generated with the 

reaction Bp setting. The results of these simulations confirmed th a t it was not pos­

sible for direct beam events to  reach the focal plane of the spectrograph when the 

magnetic fields were set to  measure the reaction products.

The response of the silicon detectors in measuring the energies and angles of 

the outgoing protons from the (d,p) reaction was sim ulated by first determ ining if 

a proton would pass through a region th a t was occupied by the active area of the
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Figure 5.9. Com parison between d a ta  (black curve) and the Monte Carlo results 
(gold curve) for (a) x g0i (b) y80i (c) afoai and (d) 6/oca/ for a  run w ith no target in 
place and the  spectrograph set to  m easure the  direct 9Li beam, ha all o f the figures, 
the d a ta  have been scaled down by a factor of 15 to m atch the Monte Carlo results.
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detector assuming th a t the detector was positioned w ith the measured offsets th a t 

were determ ined in the 13C(d,p) experiment w ith respect to the optical axis. Once 

a p ro ton  was tracked onto the  active area of a  silicon detector, its exact location 

was then  determ ined so as to  find the specific sector and ring which was triggered in 

the case of a CD detector, or the specific strip  in the case of the S trip  detector. The 

energy th a t was measured in th a t silicon channel was then  sim ulated by adding a 

random  number to the proton energy tha t was selected from a Gaussian distribution 

w ith  a mean of 0 and a w idth  determ ined by the relative energy resolution for th a t 

channel that was determ ined using the mixed alpha source. (See Tables A .l and 

A .2 for energy resolutions for the various silicon channels) If the measured energy 

of the  proton was greater th a n  the energy threshold th a t was used in the analysis 

(to  cu t out the noise in the channel), then the proton was considered to have been 

detected  in the event. The m easured angle of the proton was then determ ined based 

on the  specific ring and sector which were triggered in the event in the case of the 

CD detectors, or based on the measured position of the event along the strip. As 

was done with determ ining the  measured energy of the proton, the position along 

an individual strip  was folded with a Gaussian distribution having a w idth based 

011 the  alpha calibrations in order to  simulate the position along the strip th a t was 

m easured by the strip  detector.

Along with including the  resolutions of the silicon detectors in measuring the 

energy and angle of the p ro ton  in the  simulation, resolutions were also considered 

for the target positions and  angles of the incident beam  and the reconstructed 

outgoing 9Li based on the resolutions of the forward and inverse target param eters 

th a t  were measured for the direct beam runs. These sim ulated param eters were 

then  processed through the same routines th a t were used in the analysis of the real 

d a ta  for those simulated events in which the proton and  9Li were both detected
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in the event, in order to reproduce the effects of the experimental setup on the 

measurements. These simulated results could then be directly compared with the 

data , and used to apply the appropriate efficiency corrections.

5.2.4 Monte Carlo results

To confirm th a t the Monte Carlo calculation was accurate in sim ulating the mea­

sured results from the 9Li(d,p) reaction, the resulting focal plane distributions from 

the calculation were compared with the measured data. Figure 5.10 shows the focal 

plane param eters for all of the 9Li particles th a t were detected by the spectrograph 

with the CD2 target in place (labeled as raw d a ta  in the figure), along w ith w hat was 

measured in coincidence with the silicon detectors (blue histogram) and the  Monte 

Carlo results for the outgoing 9Li particles assuming a  uniform range of excitation 

energies for 10Li from 0 to 10 MeV (gold histogram ). W ith the exception of bfocai, a 

good agreement can be seen between the sim ulated distributions and the measured 

coincidence distributions. The difference th a t is observed between the sim ulated and 

measured distributions for b is primarily due to  errors th a t were associated with 

the forward m ap used in tracing the particles from the target to the focal plane and 

are not necessarily due to problems in the simulation. This discrepancy between the 

simulation and the d a ta  for 6/oca/ affects the inverse reconstructed ytarget position 

and has only a slight effect on the inverse reconstructed btarget due to the  fact th a t 

bfocat is strongly dependent on ytarget and only weakly dependent on btarget- Since 

the inverse reconstructed ytarget is only used in the analysis to  ensure th a t the event 

came from the target m aterial and not the aluminum frame of the target, discrep­

ancies in the inverse reconstructed ytarget d istribution between the sim ulation and 

the d a ta  will have little consequence on the interpretation of the data.
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in place. In all of the figures, the simulated results have been scaled to m atch the 
measured data.
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A nother issue concerning the sim ulated focal plane param eters is th a t the range 

of values th a t  were measured for x80i during the experiment were smaller than the 

known active area of the detector. Specifically, the lower edge of the measured 

distribution occurs a t x80i =  -150 mm whereas the active area of S801 is known to 

extend to x 80i =  -203 mm based on the  pulser calibration runs th a t were performed 

at the end of th e  experiment. It turned out th a t this cutoff in the measured x80i 

position was due to  the presence of a  beam  block in the focal plane which had been 

installed prior to  this experiment in order to  allow for the possible blocking of the 

direct beam  in cases where the Bp of the  spectrograph was lower than  the Bp of 

the direct beam . To block the higher m om entum  particles from the direct beam, 

the beam  block was positioned near th e  top of the focal plane which corresponds 

to the -x80i direction. Because of its recent installation, the mechanism for moving 

the beam  block in and out of the focal plane was not working a t the tim e of this 

experiment and  thus the position of th e  beam  block remained fixed throughout the 

experiment. T he presence of this beam  block in the focal plane caused a  reduction 

in the m om entum  acceptance of the spectrograph by effectively reducing the active 

area of x80i- In  order to properly sim ulate the response of the  focal plane, this 

focal plane beam  block was included in the  M onte Carlo sim ulation resulting in the 

simulated x 8oi d istribution th a t is presented in Fig. 5.10(a).

Because of the  reduction in the m om entum  acceptance of the spectrograph, this 

focal plane beam  block also reduced th e  efficiency of the experim ental setup for 

detecting coincidence events. This is illustrated in Figures 5.11(a) and (b) where 

the excitation energy for 10Li, E x, is presented as a  function of the  sim ulated kinetic 

energy of th e  outgoing 9Li th a t resulted from the breakup of 10Li for those events 

in which th e  protons were detectable by the CD and Strip detectors, respectively. 

In both  Figs 5.11(a) and (b), the solid gold circles are events which were detected
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a t the focal plane, the open black circles are events which did not reach the active 

area of S801, and the open green squares are events which hit the focal plane beam  

block. As is evident by comparing the range of kinetic energies th a t are detectable 

by the spectrograph relative to  the energy range th a t is possible from the breakup 

of 10Li. the effect of the focal plane beam block on the efficiency of the setup is more 

pronounced a t  excitation energies less than  1 MeV which is where the s tru c tu re  of 

interest is located. Hence, a reduction in this energy region hampers the ability  of 

the experiment to  determ ine the nature of the low-lying structure in 10Li.

In addition to  reducing the efficiency of the experim ent setup, the focal plane 

beam block also slightly reduces the range of Ô r th a t are detectable for a  given range 

of Ex, or equivalently, a  given range of reaction Q-values. At any given reaction 

Q-value. the minimum and maximum kinetic energies of 9Li th a t are produced 

in the reaction corresponds to  events which were em itted at 0° and 180° in the 

breakup center of mass reference frame, respectively. These center of mass angles 

correspond to  the outgoing 9 Li particles moving parallel to  the motion of 10 Li in 

the lab. Because the spectrograph only accepts a  specific range of kinetic energies 

for 9Li, the minim um  detectable 0^  varies as a  function E x. As the range of the 

9Li energies in the lab grows larger with increasing excitation energy of 10Li, the 

minimum 9 ^  th a t is detectable by the spectrograph grows larger as well. W hile 

the minimum 9^  th a t  is observed in the experim ent for a  given reaction Q-value 

is dependent on the  properties of the spectrograph, the maximum detectable 0&r is 

only dependent on the kinematics of the 10 Li breakup due to the fact th a t the  Bp 

of the spectrograph was set to  detect the central energy region of the outgoing 9Li 

nuclei which corresponded to the emission of 9 Li a t 90° in the center of mass frame.

These restrictions in the observable range of 6^  result in a strong correlation 

in the M onte Carlo sim ulation between the Q-value of the (d,p) reaction and 9 ^
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Figure 5.11. Simulated excitation energy of 10Li E x as a  function of the kinetic 
energy of the outgoing 9Li for events in which the corresponding proton was detected 
by (a) the CD detectors and (b) Strip detectors. The solid gold circles indicate events 
which were detected by S801 and S802, the open black circles indicate events which 
were not detected in the focal plane, and the open green squares are the events 
which hit the beam block in front of S801.
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which defines a  narrow  region of acceptable events as is evident in Figures 5.12(a) 

and (b) where th e  sim ulated results (light blue circles) for 2000 coincidence events 

are shown along with the measured d a ta  from the  CD and Strip detectors, respec­

tively. For the CD and Strip  data, the red circles indicate those events which lie 

within the sim ulated region while the open blue circles indicate the d a ta  which were 

considered outside this region. Note th a t v irtually  all of the events in the S trip  

data  (Fig. 5.12(b)) th a t lie a t larger Q-values th an  the simulated results have been 

previously identified as alpha particles from th e  241Am source. (See Fig. 5.4(b)) It 

is apparent th a t while a  good agreement exists between the d a ta  and the M onte 

Carlo sim ulation for the upper edge of the d istribu tion  for both the CD and S trip  

data, a  number of events in the Strip d a ta  ex tend out beyond the lower edge th a t 

is defined by the  M onte Caxlo simulation. It is also apparen t from Figs. 5.12(c) and 

(d) th a t the d a ta  which lie within the sim ulated Q-value vs dbr region correspond 

to the correlated region of the Qbreak vs reaction Q-value space in agreem ent w ith 

the region th a t is predicted by the Monte Carlo simulation.

Along with predicting the appropriate correlations th a t are observed in the d a ta , 

the Monte Carlo sim ulation also produces Qbreak and reaction Q-value d istributions 

which are com parable w ith the distributions from the gated data  as shown in Fig­

ure 5.13. In the figure, the simulated d istributions (red curves) have been normalized 

to the d a ta  based on the number of coincidence events th a t  were observed for reac­

tion Q-values less th an  -4.0 MeV in (a) and (b) and for Qbreak values greater them 

1.7 MeV in (c) and (d). This method for norm alizing the simulated results w ith the 

measured d a ta  was used as a first a ttem p t to  m atch th a t part of the d istributions 

that was believed to  correspond to little or no s tru c tu re  in l0Li. Because the  M onte 

Carlo calculation essentially probes the entire phase space th a t is available in th is 

reaction, the sim ulated coincidence distributions for the reaction Q-value and  Qbreak
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Figure 5.12. (a)-(b)Reaction Q-value as a function of Obr for the CD and Strip 
detectors, respectively. In the figures, the red circles are the da ta  gated based on 
the results of the Monte Carlo sim ulation which assumed the 9Li core in its ground 
s ta te  (light blue circles), while the blue open circles indicate the d a ta  tha t were not 
included in the gate, (c)-(d) Qbreak as a  function of the reaction Q-value for the CD 
and Strip detectors, respectively.
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only correspond to  the response of the experim ental setup in detecting coincidence 

events. Thus, any deviations in the measured spectra from these sim ulated distri­

butions are evidence for the presence of structu re  in 10Li. The fact th a t the d a ta  

from the Strip detectors show no significant deviation from the sim ulated response 

curve indicate th a t these detectors had no sensitivity in measuring the s tructu re  

of 10Li. W hile the Strip detectors were unable to measure any structu re  in I0Li, 

the peak th a t is present in the CD Q-value and Qbreak spectra above th e  sim ulated 

response of the detector indicate the detection of one or more states in 10 Li. The 

in terpretation of this peak in terms of the structure  of 10Li will be discussed in the 

next section.

While the M onte Carlo simulation appropriately describes the d a ta  in the cor­

related Qbreak vs Q-value band for bo th  the CD and Strip detectors, it is unable to 

describe the events in the Strip d a ta  which appear a t lower Q-values relative to  the 

M onte Carlo predictions in Figs. 5.12(b) and (d). One plausible way to  account for 

these events in the Monte Carlo simulation is to consider the availability of o ther 

possible channels for the production or decay of 10Li. The fact th a t the events which 

lie below the sim ulated region are centered a t Q-values near -5 MeV for breakup 

angles less than  10 mr indicate the possible presence of 10 Li with a 9 Li core in its 

bound excited s ta te  a t Ex =  2.691 MeV [32]. To determine if this reaction would 

explain the events observed in Fig. 5.12, a second set of Monte Carlo sim ulations 

were performed in which the l0Li nucleus consisted of a 9Li* core and a neutron. 

In the simulation, the threshold reaction Q-value, Q 0, was adjusted to  account for 

the additional mass energy of 9Li* relative to  its ground state  mass. In detecting 

the outgoing 9Li* nucleus, the simulation assumed tha t the outgoing 9Li* would 

completely decay to  its ground sta te  via gam m a emission before being detected in 

the focal plane of the spectrograph. To properly account for the additional energy
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and momentum loss of the 9Li nucleus due to the emission of the  gam m a ray. two 

additional angles were chosen a t random  to describe the direction of the gamma 

ray relative to the motion of the  outgoing 9Li nucleus. Since the em itted gamma 

ray corresponds to a  1 /2“ to  a 3 /2 “ transition in 9Li, an  isotropic distribution was 

chosen for the two angles in th e  sim ulation due to the fact th a t it is equally probable 

to populate the various sublevels w ithin the final state. As had been done in the 

previous calculation. Ex was selected from a uniform d istribution  in order to probe 

the available phase space for th is particular reaction channel.

The results of this second M onte Carlo simulation are shown as the brown circles 

in Figure 5.14 along with th e  results of the original sim ulation now shown as the 

yellow circles. As is evident from the figure, the 9Li* sim ulation is in good agree­

m ent w ith the events in the S trip  d a ta  th a t are a t lower Q-values relative to the 

initial Monte Carlo prediction. Furthermore, the second M onte Carlo simulation 

also predicts the lower edge of the measured reaction Q-value vs 6 ^  distribution in 

Fig. 5.14(b). This agreement between the excited-state M onte Carlo simulation and 

the d a ta  in terms of the correlations between the reaction Q-value and 6^. as well 

as the reaction Q-value and Qbreak shown in Figs. 5.14(c) and  (d), gives credence to 

the usage of a two-step model in describing the 9L i(d,p)l0Li reaction as well as the 

presence of both a ground s ta te  and an excited s ta te  9 Li core in  th e  10 Li coincidence 

data.

The fact tha t the two reaction channels occupy relatively distinct regions in 

Figs. 5.14(a) and (b) makes it possible to separate one reaction channel from the 

other in the measured coincidence data . The coincidence d a ta  located in the simu­

lated 9Li* region in Fig. 5.12 were gated in the reaction Q-value vs Qbr phase space 

based and are indicated by th e  black solid circles in Fig. 5.14. For those few coin­

cidence events which were located in the overlap region between the  two simulated

172

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Q
-v

al
ue

 
(M

eV
)

0 20 40 60 80 100

9 br ( m r >

0 
-2 

-4 

-6 

-8 

-10 

-1 2

0 20 40 60 80 100
0 br (mr)

-8 - 6 - 4 - 2  0
Q-value (MeV)

8 r-i— i—i—i—|—i—r—i—|—i i i—|—i—i—r

Q-value (MeV)

Figure 5.14. (a)-(b)R eaction Q-value as a  function of 9^  for the CD and Strip  
detectors, respectively. The brown circles are the result of the simulation where a 
9Li* was produced in the breakup, while the yellow circles indicate the sim ulated 
results producing 9Li in its ground s ta te  shown in Fig. 5.12. (c)-(d) Qbreak as a 
function of the reaction Q-value for the CD and Strip  detectors, respectively.

173

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



regions, th e  d a ta  were assumed to originate from the 9Li ground s ta te  core events. 

While no events were observed in the  overlap region for the CD data . 9 events were 

located in the  overlap region for the  Strip d a ta  out of a  to ta l of 364 coincidence 

events. By taking the ratio of the num ber of 9Li* events relative to the to tal number 

of events observed, neglecting events which were identified as random  coincidence 

events, an  estim ate can be made as to the relative population of 10Li existing with a 

9Li’ core. T he observed ratios of 9Li* core events to the to tal num ber of 10Li events 

which were detected is 0.098 ±  0.04 for the CD detectors (covering 2.7° to 9.5° in 

the center of mass), and 0.244 ±  0.03 for the Strip detectors (covering 11° to 26° 

in the center of mass). The error bars listed for the two ratios are due to statistical 

error only. In the case of the Strip detector ratio, the given ra tio  assumes th a t all of 

the events which lie in the overlap region are identified as having a 9Li core. If one 

assumes th a t  these events in the overlap region are due to  l0Li having a 9Li’ core, 

then the upper lim it to the ratio becomes 0.27± 0.03.

The Q-value and Qbreak spectra for the 9Li* data are shown in Figure 5.15 for the 

CD and S trip  data , respectively, along with the simulated distributions that have 

been normalized based on the to ta l num ber of events observed in the spectra. The 

agreement th a t  is seen between the simulated results and the distributions from the 

excited-state gated data  indicate th a t  there is little to  no evidence of any discernible 

structure in the measured distributions as was the case with the 9Li ground s ta te  

Strip d a ta . Note th a t the Qbreak spectrum  for the events w ith  9Li’ core have the 

same range of values as was observed for the 9Li core events. Because the gamma 

ray th a t is em itted  from the 9Li* goes undetected in the experim ent, the measured 

Q b r e a k  for these events are shifted down in energy causing an overlap to occur with 

the 9Li core distribution. Thus, in the  analysis of the 9Li ground s ta te  spectra, the
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tectors. respectively, w ith the  corresponding norm alized Monte Carlo results.

events corresponding to  the 9Li* core were gated out of the 9Li core spectra in order 

to remove a source of background from the 9Li core Qbreak distribution.

5.2.5 F itting  procedure

Because of the low statistics tha t were collected in the various coincidence spec­

tra, the m aximum likelihood technique was used in fitting the  data. Unlike the 

standard least-squares fitting technique which assum es a  Gaussian distribution  for 

the measured num ber of events in a given histogram  channel, the  m axim um  likeli-

175

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



hood technique makes no assum ptions concerning how the d a ta  is distributed but 

ra ther maximizes the probability th a t a  given model function describes the data  set 

by varying the  param eters of the model function [53]. Since th e  measured number of 

counting events has a Poisson d istribution by nature, the use of the standard  least 

squares fitting technique is only valid in cases when the num ber of events is large, 

a t which poin t the Poisson d istribution approaches a G aussian distribution.

The probability  of observing a num ber of events, a t a given value. x l, having 

a Poisson d istribution  about a  average number, fi, is given by:

P{Vu ti) =  (514)
yr-

The likelihood of a  model function, f{ x i,a .j), in describing a set of measured data, 

(x,, Ui), is given by the  product of the individual probability d istributions for every 

value of Xi [7]:

L(a,) =  f j  (5.15)
i Vi'

where a3 are the  param eters of the model function. The values of a3 which maxi­

mize the likelihood function L{a3) for the measured set of d a ta  are understood to 

correspond w ith  the best fit of the data . It is often preferable to  work with the 

figure of m erit of the fit rather th an  the likelihood function itself. In this particular 

case, the figure of m erit for the m aximum likelihood technique is defined as:

M  = —ln(L) = '^ 2 ( f ( x i ,a j ) + In(y,-!) -  ^ [ ^ ( / ( x , ,  a.,))]) (5.16)
X

where a m inim um  in the figure of m erit will correspond to a  m axim um  in the like­

lihood function. In the routine th a t was used in the analysis to  fit the  data, the 

minimum to the  figure of m erit function was determined using the  function mini­

m ization rou tine AMOEBA [55].
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The line shapes for the possible states in 10Li were estim ated using a Breit- 

W igner of the form [27]:

a { E )  =  A { E - E R y- +  ( t y -  {o-u )

where Er is the energy of the resonance measured with respect to  the threshold 

of the reaction channel. T is the energy-dependent width of the state, and A was 

assumed to be an energy-independent am plitude. For both the s-wave and p-wave 

states, the width r(£T) was calculated using Equation 2.29 based on the penetrability  

factors for s-wave and p-wave neutrons (Eq. 2.33). Although the usage of the Breit- 

Wigner shape for the possible s-wave virtual s ta te  is not ideal, it is used in this case 

to determine if any evidence for the presence of such a state can be inferred from 

this data  set based on the resulting fits to the data.

The line shape for the states was then convoluted with the response function 

of the experimental setup as determined from the Monte Carlo calculations. In 

these calculations, the excitation energy distribution for 10Li was treated  as a  delta 

function in order to determ ine both the shape and the magnitude of the  response 

function. Figure 5.16 show the results of an 8000 iteration simulation for the  Q-value 

and Qbreak spectra using a E x =  0.5 MeV delta  function for 10Li. The sim ulated 

spectra were fitted w ith Gaussian distributions with widths in the Q-value spectra 

of 0.380 MeV (<r) for the CD detectors and 0.300 MeV (er) for the S trip  detectors, 

respectively. This sim ulated resolution is much worse than was m easured for the 

Q-value of the 13C (d ,p )14C reaction of 0.276 MeV (rr) for the CD2 detector.

To ensure th a t the  Monte Carlo simulation was predicting the appropriate re­

sponse function for the 9Li(d,p) reaction, a separate Monte Carlo calculation was 

performed to sim ulate the 13C(d,p) reaction in order to compare the predicted Q- 

value resolution for populating the ground s ta te  of 14 C with w hat was measured 

in the experiment. The simulation took into consideration the beam spo t size and
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Figure 5.17. G round s ta te  Q-value spectrum  of the l3C (d,p)14C as m easured by the 
CD2 detector com pared with the results from the Monte Carlo sim ulation norm al­
ized by the num ber of events in each spectrum .

divergence, as well as the energy spread of th e  incident 13C beam. T he results of 

the sim ulation are shown as the solid line in Figure 5.17 in com parison w ith  the 

measured ground s ta te  Q-value d a ta  from CD2. Note th a t the Monte Carlo results 

have been norm alized to match the d a ta  based on the number of events th a t were 

observed in th e  ground sta te  peak. Fig. 5.17 shows an relatively good agreem ent 

between the d a ta  and the simulation, with th e  sim ulation predicting a w id th  for the 

ground s ta te  peak  of 0.288 MeV (cr) in com parison w ith the 0.276 MeV w idth  th a t 

was measured in  the data . Hence, this good agreem ent between the sim ulation and 

measurem ent indicates th a t the Monte Carlo sim ulation is accurate in predicting 

the Q-value resolution for the 9Li(d,p) reaction.

Even though the uncertainties in the incident beam param eters were much 

smaller for the  9Li beam  than the l3C beam  due to  the use of the tracking de­

tectors in the  analysis line, the discrepancies in Q-value resolution between the
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9Li(d.p) reaction and the 13C(d,p) reaction is due to the fact th a t the protons were 

produced a t a lower energy in the 9Li(d.p) reaction relative to  the protons th a t were 

produced in the l3C(d.p) reaction. Since the Q-value measurements rely strongly 

on the measured energy of the proton, larger uncertainties in the am ount of energy 

loss in the target directly translate  into larger uncertainties in the measured reac­

tion Q-value. Because the  protons from the 9Li(d,p) reaction lose more energy in 

the target and have a  larger energy spread exiting the target, the effect of energy 

loss in the target on the measured reaction Q-value will be larger for the 9Li(d,p) 

reaction than the l3C(d,p) reaction. Since there is no way to precisely determ ine 

the  amount of energy lost in the target by the protons on an event by event basis, 

no corrections can be m ade to  the d a ta  to improve the reaction Q-value resolution. 

This poor Q-value resolution further hampers the chance of determ ining the natu re  

of the low-lying structu re  of 10Li.

While the Q-value resolution is quite poor, the Qbreak resolution appears to be a 

b it better in Fig. 5.16 w ith widths of 0.214 MeV and 0.211 MeV (cr) for the CD and 

Strip  detectors, respectively, for a  peak located a t Ex =  0.5 MeV. However, while the 

shape of the resolution curve in the Q-value spectra remained essentially constant 

for different values of E x as shown in Figure 5.18, the location and width of the 

resolution curve in the Qbreak spectra does not remain constant. Varying Ex in the  

M onte Carlo simulation from 0.2 MeV to 1.2 MeV causes the widths of the resulting 

Qbreak spectrum  to vary from 0.15 MeV to 0.33 MeV (cr) as is shown Figs. 5.18(a) 

and (b) for the CD and S trip  detectors, respectively. This variation in the width of 

the response function creates problems in attem pting to determ ine the exact natu re  

of the structure of 10Li. A nother problem th a t is apparent from the simulations is the  

fact the th a t two peaks are separated by 1.1 MeV in the Qbreak spectra for sim ulated 

sta tes in 10 Li which were separated by 1 MeV in excitation energy. This indicates
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th a t the Qbreak param eter does not quite scale appropriately w ith th e  10Li excitation 

energy. While the Q-value spectra were essentially calibrated by determ ining the 

ground s ta te  Q-value of the 13C (d ,p )l4C reaction, it is not possible to  check the Qbreak 

spectra to ensure th a t it is accurately measuring the am ount of energy produced 

in the breakup of 10Li. Because of these system atic uncertainties w ith  Qbreak■ it is 

difficult to determine the accuracy w ith which the observed s tru c tu re  in the Qbreak 

spectra can be used to measure th e  states in 10 Li. Although useful in identifying the 

two different 10Li decay channels, it is unclear how the param eters a tta in ed  from 

fitting the Qbreak spectra would relate to  the structure of I0Li. Hence, fits were only 

performed on the reaction Q-value spectra.

The CD Q-value spectrum  was first fit w ith a single p-wave resonance with 

the background th a t was determ ined using the Monte Carlo sim ulation assuming a 

flat excitation energy distribution. Due to the large statistical uncertainties in the 

normalizing the simulated background to the data, a scaling factor was multiplied 

onto the background curve and used as an adjustable param eter in th e  fit. The best 

overall one resonance fit to the CD Q-value spectrum, shown as th e  black curve in 

Figure 5.19, yielded a resonance located a t Q =  -2.58(11) MeV which corresponds 

to  a  neutron separation energy (Eq. 2.2) S n =  -0.35(11) MeV. T h e  error th a t is 

associated with the peak location was ascertained by determ ining how much the 

peak location would have to be varied in order to increase the figure of m erit M 

by 1/2 [53]. In determining this error of the peak location, all o ther param eters in 

the fit were allowed to vary in order to  fully explore the param eter space associated 

w ith the fit. Because of the poor resolution of the Q-value spectrum , an  upper limit 

of r o <  0.32 MeV could only be established for the resonance based on the variance 

in the fits to  the Q-value spectrum .
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Figure 5.18. (a)-(b) Sim ulated Qbreak spectra for the CD and S trip  detectors, respec­
tively. assuming a delta  function excitation curve located a t E x =  0.2 MeV (solid 
histogram) and E x =  1.2 MeV (dashed histogram), (c)-(d) Simulated Q-value spec­
tra  for the CD and Strip  detectors, respectively, for E x =  0.2 MeV (solid histogram ) 
and E x =  1.2 MeV (dashed histogram).
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Figure 5.19. F its to  the CD Q-value spectrum  assuming a single resonance (solid 
curve) and 2 resonances (dashed curve) along with an uncorrelated background 
(dotted curve). The param eter for the fits are presented in Table 5.2.

Since m ost of the previous measurements of 10Li have only quoted a neutron 

separation energy in describing the location of the various states th a t were observed 

in 10Li. it is necessary to use this quantity  in order to compare the results of this 

work with previous measurements. The location of the peak tha t is measured in this 

work is slightly higher in separation energy th an  the peak th a t has been previously 

observed by Caggiano. et al. [14] (Sn =  -0.50(6) MeV T =  0.4(6) MeV) and Young, 

et al. [7] (S n — -0.54(6) MeV T =  0.36(2) MeV) and appears more consistent with 

the p-wave s ta te  th a t was observed by Bohlen. et al. [13] a t 5„ =  -0.24(6) MeV. 

The observed upper limit for the w idth of this s ta te  is also relatively consistent with 

previous m easurem ents [7, 14].

An a ttem p t was also made to fit the CD Q-value spectrum  using two separate 

resonances. The best fit that was achieved w ith two resonances is shown as the 

dashed curve in Fig. 5.19 with the param eters used in the fit listed in Table 5.2.
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Table 5.2. Fitting parameters for the CD Q-value spectra.

Fit type Peak location (MeV) r o (MeV) Sn (MeV)
One peak -2.58(11) <  0.32 -0.35(11)
Two peak -3.00(24) < 0.62 -0.77(24)

> -2.43 > -0.2

Because of the lim itations in the data, only an upper limit can be ascertained for 

the location of a peak near threshold of Q >  —2.43 MeV (S n > —0.2 MeV) based on 

the results of the fit. Furthermore, no distinction could be seen in the fit between a 

p-wave resonance and an s-wave resonance for such a  low lying state. Although this 

two resonance fit produced a slightly smaller figure of m erit (M =  36.51) th an  in 

the case of the one resonance fit (M =  37.81), the shape of the fit does not appear 

to  correspond as well to  the d a ta  as the one resonance fit did. The reason for the 

slight improvement in the figure of m erit for the fit may be due to the additional 

degrees of freedom th a t  are present in the two resonance fit.

A ttem pts were also made to fit the Q-value spectrum  from the S trip detectors to 

determine if any structure  could be ascertained from the data. However, because of 

the good agreement between the simulated response function for the detector and 

the shape of the coincidence d a ta  itself, no statistically  significant fits were achieved 

to the d a ta  using either a  one or two resonance model function.

5.3 Angular D istribution

In order to account for the response of the experim ental setup on the angular 

distribution of the protons from the 9Li(d,p) reaction, corrections m ust be m ade 

to the geometric solid angle th a t is covered by the various silicon detectors for the  

efficiency of detecting protons in coincidence with the outgoing 9Li. T he angular 

efficiencies for the various silicon detectors was determ ined using the M onte Carlo
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sim ulations assuming an isotropic angular distribution for the  protons as well as 

assum ing a flat excitation energy d istribu tion  for 10Li.

A lthough there is no discernible evidence of structure in the S trip  detector Q- 

value spectra  due to  the shape of the  response function for th a t detector, the struc­

tu re  th a t is evident in the CD spectra  gives some credence to  the  assum ption th a t 

was m ade when producing the initial relative angular d istribution  in Fig. 4.35 of 

s tructu re  being present in 10Li for reaction Q-vaiues > -4.0 MeV. M aking th a t same 

assum ption for the Strip detectors, a  new relative angular d istribu tion  was produced 

using th e  efficiency corrected solid angles for the silicon detectors th a t were calcu­

lated using the Monte Carlo sim ulation and is presented in Figure 5.20. It should 

be noted th a t events which had been identified as alpha particles from the 241 Am 

source as well as events which corresponded to  10 Li consisting of a  9 Li* core were 

not considered in the angular distribution.

In Fig 5.20(b). the black and red curves are the results of the FRESCO  calcula­

tions for the s-wave and p-wave states, respectively, th a t have been scaled to  match 

the d a ta  based on the value of the d a ta  a t the first angular bin. It appears upon 

first glance when comparing the d a ta  w ith the two calculations th a t the d a ta  seems 

to follow the p-wave distribution a  b it be tte r than  the s-wave distribution . However, 

considering the fact tha t the points which correspond to  the two CD detectors are 

a t small center of mass angles where the shapes of both  calculations agree relatively 

well w ith  the data, a  comparison between the calculations and th e  d a ta  is inconclu­

sive a t best. If the Strip d a ta  had shown any structure, then m ore credence could 

have been given to  the d a ta  a t larger center of mass angles.
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Figure 5.20. Efficiency corrected relative angular distribution of the (d.p) events 
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5.4 Conclusions

The analysis of the 9Li(d,p)10Li reaction th a t is presented in this work has yielded 

a m easurem ent for the ground s ta te  mass of 10Li. based on the kinematics of the 

proton from the (d.p) reaction, as well as identified the breakup of l0Li into the 

9Li* +  n channel which had not been observed before in the previous studies of 

I0Li. The identification of this decay channel was made possible by performing a 

full reconstruction of the breakup of 10Li on an event by event basis. Although the 

strength  of this reaction channel is small relative to the 9Li -f n channel at forward 

center of mass angles, it was shown to produce a significant background in the 

Q & reak  spectra  which measures the excess energy produced in the  breakup of 10Li. 

The generation of this background from the 9Li* -t- neutron decay channel could also 

have an effect on the  results of previous studies which were reliant on measuring the 

relative m otion between the outgoing 9Li and neutron from the breakup of 10Li and 

assumed th a t  the detected 9Li was initially produced in its ground sta te  [5. 6. 9].

In term s of the structure of 10Li, the results of this work were inconclusive as to 

the possible presence of a  low-lying v irtual s ta te  in 10Li due to the small number of 

10 Li events th a t were detected as well the poor Q-value resolution th a t was achieved 

in this experim ent. The da ta  was best fit with a single resonance located at Sn 

= -0.35(11) MeV which may correspond to  the previously observed p-wave sta te  in 

l0Li. A two resonance fit to the d a ta  yielded an upper limit to the position of a state 

near threshold of S n <  -0.2 MeV bu t did not reproduce the shape of the Q-value 

spectrum  as well as the one resonance fit did.

A lthough the relative angular d istribution of the proton events a t low excitation 

energies appeared somewhat similar in shape to  the calculated angular distribution 

of a  p -sta te  in 10Li, the relevance of such a  distribution is in question due to the 

fact th a t no s ta tes were positively identified a t large center of mass angles, but only
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assumed to exist based on the measurements a t small angles. In addition, because of 

the possible presence of more than  one state  a t low excitation energies, the angular 

distribution as presented in this work will have th e  net effects of all states th a t 

are present at low' excitation energies. More work needs to be done in studying the 

9Li(d.p) reaction in order to  determ ine a proper angular distribution for the em itted  

proton.

While this work has shown th a t it is possible to  produce and study an unbound 

nucleus using the (d,p) reaction, as well as dem onstrated the benefits of perform ing 

a kinematically complete experim ent with an unbound nucleus, it fell short in its 

a ttem p t to clarify the exact nature of the low-lying s tructure  of 10Li. The m ain 

reason for this failure was due to the lack of statistics. W hile the usage of a  rela­

tively thick CD2 targe t had a tremendous im pact on the Q-value resolution of the 

experiment, the use of a  thinner CD2 target in this case would have made the identi­

fication of structure in 10Li extremely difficult due to  the reduction in statistics th a t 

is associated w ith using a thinner target. In order to  significantly improve upon the 

results of this work, the incident beam rate on ta rge t would have to be increased 

by a t least a factor of 10 in order for a thinner C D 2 target to be used while still 

increasing the num ber of coincidence events th a t is observed in the experim ent by 

a factor of 5. A nother way to increase the num ber of coincidence events observed 

in the experiment would be to improve the efficiency of the tracking detectors from 

the 68% value th a t was observed in this experim ent. Measuring the param eters of 

the incident beam on an event by event basis helped to  improve the Q-value reso­

lution as well as clearly identify the second reaction channel in the breakup of 10Li. 

W ithout the incident beam  information, it would have been difficult to cleanly sep­

ara te  the two decay channels. Hence, it is necessary to  tracking the incident beam  

on an event by event basis in order to optimize th e  Q-value resolution as well as

188

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



identify the  events of interest. It is evident from the results of this experim ent that 

using th e  (d.p) reaction to populate 10Li has the potential to provide a  good deal 

of inform ation on the structure of 10Li and clarify some of the am biguities th a t are 

associated w ith it.

189

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A PPEN DIX A

SILICON D ETECTO R INFORM ATION

Table A .I. Energy resolution for individual sectors of C D l and CD2 as determ ined 
by measuring the w idth  of the 3.18 MeV a-line in 148Gd.

Sector C D l (keV) (FWHM) CD2 (keV) (FWHM)
1 84.8 -

2 61.3 95.3
3 58.3 95.9
4 73.1 103.3
5 74.5 106.3
6 67.8 110.8
7 68.3 89.9
8 196.7 89.0
9 78.8 161.4
10 68.7 172.9
11 78.4 84.4
12 87.5 102.8
13 97.2 120.8
14 80.5 119.4
15 80.0 95.7
16 95.0 -
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Table A .2. Energy resolution for the  individual strip detectors based on the mea­
sured w idth of the 3.18 MeV a-line in 148Gd.

Strip Detector Resolution (keV) (FW HM )
1 58.0
2 83.0
3 85.0
4 54.0
6 38.0

Table A .3. Average position resolution of the different strips on the strip  detectors 
based on the measured width of the slits on the calibration mask. All resolutions 
given are FW HM  in mm.

Strip # Strip  Det. 1 “ Strip Det. 2 b Strip Det. 3 c S trip  Det. 4 b Strip Det. 6 b
1 1.51 2.1 1.45 2.8 2.4
2 1.54 2.1 0.5 0.67“ 2.2
3 1.29 1.87 0.5 - 1.9
4 1.34 1.42 0.91 2.72 2.21
5 0.98 0.86c 0.71 1.96 2.0
G 1.32 0.51 0.69 1.88 2.25
7 1.16 0.88c 0.79 1.67 2.35
8 1.54 0.70c 1.55 1.71 2.13
9 1.21 0.79 1.636 - 2.03
10 1.29 2.09“ 1.65 - 2.03
11 1.24 1.36 0.52 2.14 2.0
12 1.25 1.74 0.89 2.05 2.28
13 1.17 0.75 1.32 2.40 2.09
14 1.18 0.76 0.83 2.28 1.21
15 1.09 0.78 0.73 2.17 1.14
1G 1.6 - 1.21 1.92 2.4

“ Position determ ined  by In /B ack  
''Position  determ ined  by O u t/B ack  
^Position determ ine by In /(In  +  O ut)
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