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ABSTRACT

MEASURING THE HALF-LIFE OF O-26

By

Thomas Redpath

An interesting property of some neutron-unbound systems is true two-neutron emission where the

neutrons are emitted simultaneously as opposed to a sequential decay through an intermediate state.

Since neutrons are only affected by the angular momentum barrier, the timescale for this process

is much shorter than for two proton emission which is dominated by the Coulomb barrier. One

such case is 26O where a very low decay energy was measured and the two valence neutrons are

expected to occupy d-wave orbitals. Also, the ground state of 25O is located 700 keV higher. Using

the data from a previous measurement of the decay energy, the MoNA collaboration extracted a

lifetime of 4.5+1.1
−1.5(stat) ± 3(syst) ps with a confidence level of 82% (1). Results from a recent

measurement give T1/2 = 5.0+2.0
−1.6 (stat) ±1.7 (syst) ps and support the previous finding.

Measurements of neutron-unbound systems using invariant mass spectroscopy are often per-

formed using low-intensity radioactive ion beams. Low reaction yields can be countered by using

a thicker target but at the expense of larger uncertainties in the reconstructed invariant mass. A new

segmented target was designed to address this trade-off, and it was first used in this experiment to

re-measure the ground state half-life of 26O.
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CHAPTER 1

INTRODUCTION

In the early twentieth century, remarkable scientific advances were reshaping and expanding hu-

manity’s understanding of the physical universe. New experimental findings coupled with a revo-

lutionary new theoretical framework set the stage for the development of modern nuclear physics.

Antoine Henri Becquerel’s accidental discovery1 of radioactivity in 1896 (4; 5; 6; 7; 8; 9; 10) fol-

lowed by Marie and Pierre Curie’s work with radioactive elements provided the first hints for the

existence of a dynamic system inside the atom that is still being explored today. Ernest Rutherford

reported the discovery of the atomic nucleus in 1911 based on the results of an experiment carried

out by his student Ernest Marsden (11), and James Chadwick reported his discovery of the neutron

in 1932 (12). These discoveries, together with quantum mechanics and Ernest Lawrence’s inven-

tion of the cyclotron in 1929 (13) helped shape a new field focused on understanding the atomic

nucleus.

Atomic nuclei are composed of protons and neutrons, and each species of nucleus is uniquely

identified by its number of protons (Z) and number of neutrons (N). The >3000 currently known

nuclei can be organized graphically by plotting Z as a function of N as shown in Figure 1.1. The

total number of nucleons (protons and neutrons) A = Z + N and Z are commonly used to refer

to a nucleus. A convenient shorthand notation identifies a nucleus as A
Z XN or more compactly AX

where X is the atomic symbol that identifies the number of protons. Different nuclei with the same

number of protons and different N are referred to as isotopes. The isotopes of a single element

(constant Z) occupy one row in Figure 1.1. Nuclei with the same number of neutrons and different

Z are referred to as isotones. The term nuclide refers to an atom containing the nucleus AX.

Atomic nuclei account for 99.9% of the mass of visible matter, and they involve length scales

1It should be noted that the same effect that Becquerel observed was also observed by photog-
rapher Abel Niepce de Saint Victor 40 years earlier, but there were no follow-up investigations of
the phenomenon until after Becquerel’s report (2). Becquerel shared the 1903 Nobel Prize with
Marie and Pierre Curie (3).
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∼10−15 m, densities of order 2.3× 1017 kg/m3 and energies ranging from a few keV to a few MeV.

The time scale for nucleon motion inside the nucleus is ∼10−22 s. Time scales for nuclear decays

vary over an enormous range from picoseconds to billions of years. Furthermore, since a nucleus

can be comprised of anywhere from 1 to ≈300 nucleons, it qualifies as a dynamic many-body

quantum system.

1.1 The Shell Model

Due to the mathematical complexities associated with solving the many-body problem, sim-

plified models were constructed to interpret empirical observations. One such model sought to

describe how nuclei with certain “magic” numbers (2, 8, 20, 28, 50, 82, and 126) of neutrons or
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protons are particularly stable (15; 16). A similar effect is observed for atomic electrons where

more energy is required to remove an electron from atoms of the noble gasses than from atoms of

other elements. This similarity inspired the idea of nucleon orbitals or shells in analogy to those of

atomic electrons.

The first step in building a nuclear shell model is to choose a form for the potential that binds

nucleons together. Since the force between nucleons is short-ranged and the nuclear density is

constant (17), a nucleon in the center of the nucleus will interact with the same number of neighbors

regardless of its position. Therefore, the potential should be roughly constant and negative inside

the nucleus. At the surface of the nucleus, there are fewer neighbors with which a nucleon can

interact, therefore the potential should decrease towards the edge. This qualitative behavior is

often parameterized using a Woods-Saxon potential, see the black curve in Figure 1.2,

f (r) =
V0

1 + exp[(r − R0)/a0]
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Figure 1.3: Neutron single particle energies in 208Pb for three different potential models: har-
monic oscillator (left), Woods-Saxon with no spin-orbit (center), and Woods-Saxon with spin-orbit
(right). The shell occupancies are indicated by the numbers in square brackets. The total occu-
pancy summed over all lower shells (2, 8, 20, ... ) in the Woods-Saxon plus spin-orbit model is
indicated in the spaces between groups of states. Image from Ref. (21).

with parameters V0, R0, and a0 fixed through comparison to experimental data. Adding a spin-

orbit term results in energy levels spaced such that their occupancies reproduce the observed magic

numbers (18; 19; 20), see Figure 1.3.

The resulting model describes a single particle moving in a mean-field V (r). The eigenstates

of the single-particle Hamiltonian that includes the potential described above are characterized

by their energies and a set of quantum numbers, see Figure 1.3. Properties of the nucleus are
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determined by filling the single-particle levels according to the Pauli exclusion principle. Modern

versions of the shell model define a Hamiltonian matrix as the sum of one- and two-body operators

that can be diagonalized to find the eigenvalues of a particular few-body system. Since the number

of basis states grows factorially with the number of orbitals included in the calculation, nucleons

in filled shells are often approximated as a single core and truncations of the basis space are made

to circumvent computational limitations.

1.2 Nuclear Stability

1.2.1 Binding Energy

The atomic mass is a basic quantity that can be measured for the ground states of nuclei. The mass

energy of a nucleus A
Z XN is the mass energy of the atom minus the mass energy of Z electrons

minus the total electronic binding energy. The decay and reaction energies typically dealt with in

nuclear physics involve differences in mass energies so the electron binding energies (which are

∼10−6 times the typical atomic mass energies) tend to cancel (17). The nuclear binding energy is

defined as the mass difference between a nucleus and its constituent Z protons and N neutrons

B ≡
[
Zm(1H) + Nmn − m(AX)

]
c2

where the proton and electron masses are grouped into Z neutral hydrogen atoms. The conversion

factor c2 = 931.494273 MeV/u can be convenient when masses are given in atomic mass units (u).

The binding energy, B, is the energy needed to break a nucleus into its constituent nucleons, and it

represents a quantitative measure for nuclear stability.

The concept of stability can be visualized by plotting the binding energy as a function of Z for

nuclides with a given mass number, A. The black points in Figure 1.4 plot the binding energy per

nucleon for nine nuclides with A = 21 and different (N, Z ). A local maximum is clearly seen at

Z = 10 corresponding to 21Ne which is the most tightly bound of this group.
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1.2.2 Half-life

The stability of a nucleus can also be quantified in terms of its half-life, mean lifetime or decay

rate. Consider a collection of identical unstable nuclei AX that decay at some rate λ disintegrations

per unit time. The total number of decays per unit time will be proportional to the number of AX

nuclei in the sample which is itself a function of time. This situation is modeled using a first order

ordinary differential equation (Eq. 1.1) for which the solution may be written as in Eq. 1.2.

−dN (t) = λN (t)dt (1.1)

N (t) = N (0)e−λt (1.2)

The half-life is defined as the amount of time for half of the nuclei to decay. The mean lifetime is

the average time that a nucleus survives before decaying. The relationship between half-life (T1/2),

mean lifetime (τ) and decay rate (λ) is given by

T1/2 =
ln 2
λ

= τ ln 2.
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More stable nuclei will typically have longer half-lives (see Figure 1.4). Nuclides that have not

been observed to decay are considered stable, and all other nuclei are converted into these stable

nuclei through various decay processes (see Section 1.3) with half-lives that range from picosec-

onds to billions of years.

Another way to quantify the stability of a nuclear state comes from considering the time-

dependent wave function

|Ψ(r, t) |2 = |Ψ(r,0) |2e−λt

and its Fourier transform

P(E) = k
∫ +∞

−∞

exp[−iE0t/~ − λt/2 + iEt/~] (1.3)

where λ is the same decay constant defined above. Taking t = 0 to be the time at which the initial

unstable nucleus was created, the integral in Eq. 1.3 can be evaluated. The normalization constant

k is found to be i/(2π) and the probability of finding the nucleus with energy E is given by the

distribution

|P(E) |2 =
1

4π2
1

(E − E0)2 + ~
2λ2
4

(1.4)

which has a full width at half maximum Γ = ~λ. Eq. 1.4 implies that multiple energy measure-

ments made on identically prepared time-evolving states will result in a distribution of energies.

Furthermore, a larger decay rate corresponds to a wider range in the measured energies. The width

Γ can be related to the half-life/lifetime/decay rate according to

Γ=
~ ln 2
T1/2

=
~

τ
= ~λ (1.5)

For a state with T1/2 = 1 ps, Eq. 1.5 gives Γ ≈ 10−4 eV.
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1.2.3 Separation Energies

Two quantities related to the binding energy are the neutron and proton separation energies denoted

as Sn and Sp, respectively. These values are defined as differences between the binding energies of

two nuclei

Sn ≡ B
(

A
Z XN

)
− B

(
A−1
Z XN−1

)
Sp ≡ B

(
A
Z XN

)
− B

(
A−1
Z−1XN

)
where Sn (Sp) determines the amount of energy needed to remove a neutron (proton) from nucleus

A
Z XN . These separation energies determine whether or not a particular collection of Z protons and

N neutrons can form a bound nucleus. A negative separation energy implies that the nucleus A
Z XN

is unbound with respect to one nucleon emission. The distinction between bound and unbound

systems leads to the concept of neutron and proton driplines. There is some debate as to the exact

definition of the driplines (see Section 2.1 of Ref. (22)), but this dissertation adopts the convention

that the neutron (proton) dripline is defined by the limit where Sn (Sp) crosses zero. The neutron

and proton driplines should then be discussed in terms of isotones and isotopes respectively (22).

With this convention, the neutron dripline has been measured up to N = 24 assuming 33F is

unbound. The proton dripline has been mapped for odd Z nuclei up to Z = 91 but only up to

Z = 12 for even Z .

These concepts of unbound nuclei and driplines raise the question “at what point is a collection

of nucleons considered a nucleus?” There are no established criteria by which this question is

typically evaluated. One convention suggests comparing the measured half-life of a nucleus to the

typical timescales for nucleon motion (10−22 s) (22). Another convention re-casts the question as

“what constitutes the existence of a nuclide?” This question incorporates the timescale over which

a nucleus acquires electrons. From this standpoint, the authors in (23) define radioactivity to be any

nuclear decay process “much slower than filling the K vacancy, whose duration, in principle, can

be measured directly, and with a width much smaller than the thermal energy at room temperature.”
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By this convention unstable nuclides “exist” if they decay with a T1/2 & 10−14 s. The discussion

in this dissertation does not require adopting a specific convention for the existence of a nucleus or

nuclide, but it does adopt the definition of radioactivity as a subset of nuclear decay processes for

which T1/2 & 10−14 s.

At this point it is important to highlight a distinction between (1) stability for bound nuclei

and (2) stability in terms of bound versus unbound systems. In the first case, unstable nuclei will

undergo some decay process that results in one or more nuclei with a higher binding energy than

the original nucleus. In the second case, the unbound system will emit one or more nucleons to

produce a bound system.

1.3 Nuclear Decays

A nucleus is said to be stable if it has not been observed to undergo any processes by which

its N and Z spontaneously change or by which it spontaneously disintegrates into smaller nuclei.

There are 254 stable nuclides (24) that form the valley of stability on the nuclear chart (Figure 1.1).

Currently more than 3000 nuclei have been observed experimentally with as many as 4000 more

predicted to exist (25). Most nuclei are unstable and undergo some decay process that emits a

characteristic type of radiation. The decaying nucleus is sometimes called the parent nucleus while

the decay products are referred to as daughters.

1.3.1 Alpha Decay

Alpha decay is a process through which a helium nucleus (A = 4 and Z = 2) is emitted from a

larger nucleus,

AZ→ A−4(Z − 2) + 4He.

The net energy released in this process (the Q value) is given by the mass difference between the

parent nucleus and the daughters,

9
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Q
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Figure 1.5: The radial profile for a spherically symmetric potential that approximates the interac-
tion between the α particle and the daughter nucleus. The interaction is attractive at short range
(0 < r < a) due to the nuclear interaction and repulsive for r > a due to the Coulomb repulsion
between the protons in 4He and in the daughter nucleus.

Qα = (mZ − mZ−2 − mα)c2.

Spontaneous emission of an α particle can occur in cases where Qα is positive. With the exception

of 8Be, the condition Qα > 0 holds mainly for nuclides with Z & 50 and N & 60.

A straightforward quantum mechanical theory describing alpha decay was presented in 1928

(26; 27). In this theory the alpha particle is approximated as a particle confined in a spherically

symmetric potential with the radial profile sketched in Figure 1.5. The attractive potential created

by the average nuclear force in the region 0 < r < a and the repulsive Coulomb potential in the

region r > a create a barrier, and there is a non-zero probability that the α particle will tunnel

through the barrier. The transmission probability can be calculated analytically treating the barrier

as a sequence of rectangular barriers with heights ∝ 1/r and widths dr . Then, after making the

assumption that (Qα/B) � 1 where B is the height of the barrier at r = a, one can arrive at a

formula for the half-life of the α decay in terms of Qα, B, the depth of the attractive well (V0) and

the charge of the daughter nucleus (see Equation 8.18 of Ref. (17)). This approximation is able to

reproduce the qualitative trend in 119 experimentally measured α decay half-lives spread over 25

10



orders of magnitude (21). The calculated half-lives are systematically shorter by roughly 2 orders

of magnitude due the various assumptions made, including the spherical shape and mean nuclear

radius 1.25A1/3 of the daughter nucleus. Nevertheless, this approximation highlights several key

aspects of the decay-by-particle-emission process. First, the half-life is extremely sensitive to the

amount of energy available in the decay, Qα. The measured (calculated) half-life for the α decay

of 222Th is 2.8 × 10−3 s (6.3 × 10−5 s); the measured (calculated) half-life for the α decay of

232Th is 4.4 × 1017 s (2.6 × 1016 s). The Q values are 8.13 MeV and 4.08 MeV for the 222Th and

232Th decay, respectively. A decrease in Qα by a factor of 2 results in a half-life that is 20 orders

of magnitude longer (17). Second, one can see that allowing the α particle to have some non-zero

angular momentum lα will increase the potential energy in the region r > a in Figure 1.5 due to

the centrifugal potential l (l +1)~2/2mr2. The result is a thicker barrier, a decreased probability for

the α particle to tunnel through and, therefore, a longer half-life. So, qualitatively, longer half-lives

correspond to lower decay energies and larger orbital angular momenta.

1.3.2 Beta Decay

There are three types of beta decay that involve converting a proton into a neutron or vice versa.

They are illustrated in Figure 1.6 and can be represented by the following equations:

β+−decay : AZ→ A(Z − 1) + e+ + νe

electron capture : e− + AZ → A(Z − 1) + νe

β−−decay : AZ→ A(Z + 1) + e− + ν̄e

In β+ decay, a proton inside the nucleus is converted into a neutron that remains inside the

nucleus and a positron and an electron neutrino are emitted. A similar process, referred to as

electron capture, occurs when an electron in one of the low-lying atomic orbitals is captured by

the nucleus and converts a proton into a neutron and an electron neutrino. The mirror process, β−

decay, involves spontaneous conversion of a neutron into a proton and emits an electron and an

electron anti-neutrino. Beta decay processes represent the primary methods by which most of the

11
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Figure 1.6: An illustration of the three β decay processes: β− decay is depicted in the top panel
while β+ decay and electron capture are depicted in the bottom left and bottom right panels,
respectively.

known, unstable nuclei are converted into stable ones. Unstable nuclei on the proton-rich side of

the valley of stability undergo β+ decay and electron capture while neutron-rich nuclei undergo

β− decay. The electrons or positrons represent the radiation that is easiest to detect from beta

decays and were referred to historically as beta rays.

The beta decay processes mentioned in the last paragraph represent a subset of a larger class of

transformations that involve quarks and leptons (21). The elementary processes involved in nuclear

beta decay are
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u → d + W+ → d + e+ + νe (1.6)

d → u + W− → u + e− + ν̄e (1.7)

where u and d are the up and down quarks, respectively and W± are the gauge bosons that mediate

the weak interaction. Since nucleons consist of three valence quarks, (u,u,d) for the proton and

(u,d,d) for the neutron, the transformation of a proton into a neutron results from the process

described by eq. 1.6. Similarly, eq. 1.7 describes the underlying transformation that converts a

neutron into a proton. In terms of the standard model, the characteristic radiation associated with

beta decay is due to the decay of the W± bosons.

1.3.3 Other Decay Processes

Gamma-decay refers to the process by which a nucleus in an excited state transitions to a lower en-

ergy level and emits a photon with energy roughly equal to the energy difference between the initial

and final levels. The decay energy is partitioned between the gamma and the recoil of the nucleus,

but the recoil energy is ∼5 eV for a 1 MeV transition in a nucleus with A = 100. This is smaller

than the energy resolution for a high-purity germanium detector (see Figure 12-9 of Ref. (28))

so it is neglected. The de-excitation process can involve single particle states, multiple nucleon

excitations, rotational states or vibrational states (29). The origin of the electromagnetic radiation

produced in these transitions can be understood by picturing the transitions as re-organizations

of charge and current distributions inside the nucleus. In terms of classical electrodynamics, the

temporal dynamics of these distributions will produce radiation. It is useful to write the charge

and current distributions in terms of a multipole expansion. A quantum mechanical model can be

built from this basic picture by replacing the multipole moments with operators. Various assump-

tions can be made about the initial and final state wavefunctions in order to calculate a decay rate

corresponding to each term in the multipole expansion for a given transition energy.

Nuclear fission is a process in which a nucleus splits into two or more lighter nuclei. One or
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more neutrons can also be emitted in this process. Fission can be spontaneous or induced by some

reaction, for example, absorption of an incident neutron. Alpha decay (Section 1.3.1) is a special

case of fission where one daughter product is 4He. Fission can be understood using the same model

of Coulomb barrier tunneling that was introduced to study alpha decay. The daughter nuclei are

assumed to reside in a potential well like the one shown in Figure 1.5. There is some probability

of tunneling through the Coulomb barrier, and it is extremely sensitive to the height of the barrier.

1.3.4 Neutron and Proton Emission

The decay processes mentioned so far are the primary methods by which bound, unstable nuclei

are converted into stable nuclei. Beyond the driplines and/or at high enough excitation energies,

neutron or proton emission are possible decay channels. The decay energy is determined by the

absolute value of the separation energy Edecay = |Sn,p | because Sn,p is negative for unbound nuclei.

Figure 1.7 plots the calculated lifetime as a function of decay energy for a neutron-unbound nucleus

and two proton-unbound nuclei. Qualitatively, the half-life for the neutron/proton emission will be

determined by the barrier created by the interaction between the emitted particle and the daughter

nucleus. The height of the barrier is determined by the decay energy, the angular momentum of the

neutron/proton, and, for proton emission, the Coulomb interaction. Neutron emission is inhibited

only by the angular momentum barrier so half-lives are orders of magnitude shorter than proton

emission for decay energies .100 keV. To summarize the discussion from Section 1.2.3, special

cases of neutron/proton emission for which T1/2 & 10−14 s will be referred to as radioactivity.

1.3.4.1 One- and Two-Proton Radioactivity

The combination of Coulomb and angular momentum barriers results in potentially long half-lives

for proton emission (see Figure 1.7), and this process can successfully compete with other decay

processes (β+ , α) in certain cases. In these cases, the half-life is long enough to qualify as proton

radioactivity. This process occurs in odd-Z nuclei beyond the proton dripline. It was first observed

from an isomeric state in 53Co in 1970 (30). Proton radioactivity from the ground state of 151Lu

14



Figure 1.7: Calculated lifetimes for a neutron emitter, 16B, and two proton emitters, 16F and 151Lu,
as a function of decay energy for angular momenta L = 0 (solid lines), L = 1 (dashed lines), L = 2
(dash-dotted lines), L = 5 (dotted lines). Image from (22).

was first reported in 1982 (31). There are more than 40 known proton emitters including emission

from long-lived isomeric states.

Two-proton (2p) emission was first suggested by Zeldovich and Goldansky in 1960 (32; 33).

Experimental studies of light 2p unbound systems 6Be (34; 35), 12O (36; 37), and 16Ne (36)

uncovered states with broad widths corresponding to 2p decay half-lives too short to be classified

as radioactivity. The short half-lives in these cases result from the low Coulomb barrier for these

systems. The first observation of 2p radioactivity was reported for 45Fe with T1/2 = 3.2+2.6
−1.0

ms (38). See Ref. (23) and references therein for detailed reviews of one-proton and two-proton

radioactivity.

1.3.4.2 Prospects for Two-Neutron Radioactivity

One- or multiple-neutron emission from a neutron-unbound nucleus has been observed for twenty

different cases, see Table 16.1 in Ref. (24). In particular, two-neutron emission has been observed

from 10He (see Chapter 2 of Ref. (39) for a summary of the 10He measurements), 5H, (40; 41; 42),
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13Li (43; 44), 16Be (45), and 26O (46; 47; 48). A width ∼1 MeV for the 5H ground state has been

extracted from various measurements of HH, see Table I in Ref. (49). This corresponds to T1/2 ∼

10−22 s which is too short to be considered radioactivity. Extracting a width from the ground

state measurements of 13Li and 16Be is precluded by the experimental resolution. Theoretical

calculations presented in Ref. (50) suggested that 26O is currently the best candidate for observing

2n radioactivity, see the discussion in Section 2.2.3, and the experiment to attempt this observation

is the subject of this dissertation.

1.4 Dissertation Overview

The experiment described here utilized a new segmented target system to produce two-neutron-

unbound 26O from a 27F beam at the National Superconducting Cyclotron Laboratory. The half-

life for the ground state of 26O was extracted from measurements of the decay products, and the

performance of the segmented target system was evaluated. This document is organized as follows:

Chapter 2 presents the motivations for this experiment, Chapter 3 describes the detector systems

used to collect data, Chapter 4 discusses the methods and procedures used to analyze the data,

Chapter 5 presents the results, and final remarks and conclusions are given in Chapter 6.
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CHAPTER 2

BACKGROUND AND MOTIVATION

The purpose of this experiment was two-fold. First, a measurement of the half-life for the decay

of the 26O ground state could determine if this decay qualifies as two-neutron radioactivity. The

second goal was an evaluation of the new segmented target system. This chapter discusses these

two motivating factors. First a brief summary of previous 26O measurements is given followed

by an overview of the theoretical motivations for a half-life measurement on this neutron-unbound

system. A final section discusses the motivations for building the segmented target.

2.1 Previous Experiments

The non-observation of 26O in experiments (51; 52; 52; 53; 54) dating back to 1990 suggested

that this oxygen isotope is unbound. The MoNA Collaboration reported the first observation (46)

of the unbound 26O ground state. The experiment used invariant mass spectroscopy to measure

the decay energy of the 24O + 2n system and provided definitive evidence establishing the particle-

instability of 26O. The best fit to the decay energy spectrum included a resonance for the 26O

ground state at 150+50
−150 keV above the 2n separation energy for 24O. The fit was insensitive to the

width of this resonance. The distribution of relative speeds between neutrons and 24O fragments

|~vn | − |~v f | was analyzed to extract a half-life of 4+1.1
−1.5 (stat) ±3 (syst) ps at an 82% confidence level,

and these results were reported in a subsequent publication, Ref. (1). A description of the method

used for the half-life analysis is given in Ref. (55) and Section 3.10.

The 24O + 2n system has also been measured using the R3B-LAND setup at GSI. The results

reported in Ref. (47) give an upper limit of 120 keV for the 26O ground state and an upper limit

of 5.7 ns for its lifetime, both at a 95% confidence level. An experiment using the SAMURAI

spectrometer and NEBULA at RIKEN measured 26O with the highest statistics to date (48). The

ground state was found to lie 18± 3 (stat) ±4 (syst) keV above the 2n separation energy of 24O. In

addition, the first 2+ state was observed at 1.28+0.11
−0.08 MeV above threshold.
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2.2 Theoretical Background

2.2.1 Two-body decay

The decay of a parent system into two daughter particles M → m1 + m2 is a simple process where

the energy sharing between the daughters is uniquely determined. In its rest frame, the parent has

four-momentum (M,~0) and the daughters have

P1,2 = (E1,2, ~p1,2), E2
1,2 = m2

1,2 + p2
1,2 (2.1)

Momentum conservation in the M rest frame implies the daughters’ 3-momenta are equal and

opposite.

~p1 = −~p2 (2.2)

Squaring both sides of 2.2 and using the relation p2 = E2 − m2,

E2
1 − m2

1 = E2
2 − m2

2 (2.3)

The second equation needed to solve for E1,E2 is the conservation of energy M = E1 + E2.

With these two relations, the daughter energies can be expressed in terms of the rest masses of the

particles,

E1 =
M2 + m2

1 − m2
2

2M
, E2 =

M2 + m2
2 − m2

1
2M

(2.4)

2.2.2 Three-body decay

In contrast to a two-body decay, the energy partitioning among daughter particles in a three-body

decay is not uniquely determined. For example, in the case of nuclear β-decay, a distribution of

β-particle energies will be observed instead of a single value like in the case of α-decay. Such

an observation prompted Wolfgang Pauli to postulate the existence of the electron neutrino, thus
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Figure 2.1: Illustrations of the energy conditions characteristic of sequential (top panel) and simul-
taneous (bottom panel) three body decays.

describing β-decay as a three-body process (56). Nevertheless, the energies and rest masses of the

parent and daughter particles do restrict the allowed phase space of the kinematical variables. For

example, the maximum allowed momentum for each daughter particle can be calculated in the rest

frame of the parent

pi max =
1

2M

√
[M2 − (mi + m j + mk )2][M2 − (m j + mk − mi)2]

where M is the rest mass of the parent and mi j k are the rest masses of the daughters. A cyclic

permutation of the indices i, j, k gives pmax for the other particles j, k. For a complete derivation

of this and other kinematical limits for three-body decay the reader is referred to Ref. (57).

2.2.3 2n Decay of 26O

Three body decays can be characterized by either simultaneous or sequential particle emission

depending on the relative spacing of energy levels in the parent, intermediate and daughter nuclei,

see Figure 2.1. The energy conditions for simultaneous (also called true) two-particle decay make
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Figure 2.2: Decay width/half-life as a function of decay energy for 2n emission from 26O. The
gray line assumes a pure orbital [d2] configuration coupled to the total angular momentum L = 0.
The solid black curve shows the results for the no FSI, infinite 24O mass. The blue dashed line
plots the results for the no FSI calculation. The red dotted line is the calculation with the n − n
FSI scaled by 0.25, and the purple short-dashed curve is the full n − n FSI results. The vertical red
lines roughly indicate the experimental results from (48). Image adapted from (58).

the emission of a single particle energetically impossible. The requirement that two particles be

emitted simultaneously results in longer lifetimes compared to a sequential decay (50).

The 26O ground state was identified as a promising candidate for observing 2n radioactivity

based on three criteria:

1. a sequential decay through 25O is energetically unfavorable

2. the decay energy is low

3. the angular momentum barrier is maximized since the two valence neutrons are expected to

occupy the 0d3/2 orbital (59; 60)

All of these factors contribute to the effective barrier through which the neutrons have to tunnel

which increases the lifetime of the nucleus.
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Results from a theoretical model for the 2n decay of 26O were presented in (58). The model was

adapted from the three-body hyperspherical harmonics cluster model used to study 2p radioactivity

(61), and it incorporated the experimental information about 26O (46; 47) and 25O (62) that was

available at the time. The model calculates a decay width by solving Schrödinger’s equation for a

three-body Hamiltonian that describes the 24O cluster and two neutrons. A Gaussian form for the

n − n potential was used, and a Woods-Saxon potential was used for the 24O − n potential. The

decay width was calculated assuming

1. no n − n final state interaction (FSI) and an infinite mass for 24O

2. no n − n FSI and the correct mass for 24O

3. the n − n FSI scaled by 0.25

4. the full n − n FSI

The results of these calculations are shown in Figure 2.2. Each of these successive approximations

decreases the estimated half-life by orders of magnitude. Reducing the uncertainty in the exper-

imental measurement would help inform the theoretical model used to interpret the microscopic

dynamics of this decay process.

2.3 The Unbinned Loglikelihood

This section summarizes the method of maximum loglikelihood (LnL) for parameter estimation

and statistical uncertainty calculation following the treatment given in Ref. (63). A variation of

this method was used in the present analysis. Note that the discussion here follows the convention

of standard statistical analysis texts and refers to maximizing the LnL function. However, to be

consistent with the previous published work, the analysis discussed later uses the convention of

minimizing the negative LnL. The methods are the same for both conventions and differ only by a

sign.

Consider a random variable x that has been measured n times in some experiment. Suppose

that x is known to be distributed according to some probability density function (p.d.f.) f (x, θ)
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with known form but (for simplicity) one unknown parameter θ. Then the probability that each

measurement xi lies in the range [xi, xi + dxi] can be written

P =

n∏
i=1

f (xi; θ)dxi

and P will be at a maximum for the correct choice of the parameter θ. Furthermore, the parameters

are independent of each dxi which permits definition of the likelihood function

L(θ) =

n∏
i=1

f (xi; θ)

When L(θ) has a simple analytic form, the usual prescription for maximizing a function can be

followed, namely finding θ̂ such that (
dL
dθ

)
θ=θ̂

= 0.

This solution is referred to as an estimator, denoted as θ̂, for the true parameter θ. When there is

no analytic form, numerical methods must be used to calculate L(θ) and find its maximum.

It is convenient to take the logarithm of the likelihood function as this converts the product of

terms into a sum and exponents into multiplicative factors.

ln L(θ) =

n∑
i=0

ln f (xi; θ) (2.5)

Since the logarithm is a monotonically increasing function, the value of θ that maximizes L(θ)

will also maximize ln L(θ).

The second derivative of ln L(θ) can be used to determine the variance of an estimator θ̂:

σ̂2
θ̂ =

−1
/
∂2ln L(θ)
∂θ2


θ=θ̂

. (2.6)

In cases where the likelihood function has no analytic form it can be useful to employ a graphical

method for obtaining the variance of an estimator. To understand how this works consider a Taylor

expansion of ln L(θ) about the minimum θ = θ̂
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ln L(θ) = ln L(θ̂) +

(
∂ ln L(θ)
∂θ

)
θ=θ̂

(θ − θ̂) +
1
2!

∂2ln L(θ)
∂θ2


θ=θ̂

(θ − θ̂)2 + . . .

Since θ̂ corresponds to a maximum, ln L(θ̂) = ln Lmax and the second term is 0. Neglecting terms

higher than second order, eq. 2.6 can be used to re-write the expansion as

ln L(θ) = ln Lmax −
(θ − θ̂)2

2σ̂2
θ̂

(2.7)

Changing the argument θ by N standard deviations can be expressed as θ → θ̂ ± N σ̂θ̂ and eq. 2.7

becomes

ln L(θ̂ ± σ̂θ̂ ) = ln Lmax −
N2

2

2.4 Fragment momentum reconstruction and decay energy resolution

Invariant mass spectroscopy (Section 3.9) experiments to study neutron unbound states are

based on radioactive ion beams (RIBs) produced via in-flight projectile fragmentation. The inten-

sity of the fragment beam can be ∼10 − 1000 particles/s (64; 65). The beam is then directed onto

the reaction target to induce a one- or two-proton knockout reaction. Typical cross-sections for

these knockout reactions are ∼1 mb and ∼0.1 mb, respectively (66). Thus certain experiments at

the limit of feasibility would greatly benefit from any method that increases reaction yield.

One way to increase reaction yield is to use a thicker target to increase the number density

of target nuclei. However, this approach negatively impacts the resolution of the decay energy

measurement. A key component that influences the decay energy resolution is the reconstruction

of the fragment momentum at the decay vertex. The decay process occurs inside the target material

due to its ∼ 10−22 s time scale. The charged daughter fragment loses energy as it travels through

the rest of the target, therefore any subsequent measurement of its momentum will yield a lower

value than at the decay vertex. To recover the vertex momentum, the energy lost to the target

material must be added back. The decay energy resolution is directly impacted by how well the
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energy addback can be estimated which in turn depends on how well the location of the decay is

measured.

By using an active target in which the decay position and/or energy lost by the fragment is

measured, one could directly measure the energy addback event-by-event. In current active target

systems the fill gas acts as both the target and detector material (67; 68; 69; 70). However, to

produce the same reaction rate as a 1 cm thick solid beryllium target, an active target filled with an

ideal gas would need to be 107 m long and operate at 500 kPa (∼ 5 atm). This estimate assumes

identical reaction cross-sections for beryllium and the ideal gas.

A compact solution is a system composed of multiple solid, thin targets interleaved with energy

loss detectors. This system localizes the decay position to one of the target sections which allows

for a better approximation of the energy loss through the detector system than for a single thick

target. When silicon detectors are used to measure the energy loss, the incident beam rate is limited

to ∼ 1000 particles per second to avoid pileup and excessive radiation damage.

In summary, segmenting a single thick target offers improved energy resolution because the

decay position can be better localized so that the energy addback can be better approximated.
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CHAPTER 3

EXPERIMENTAL TECHNIQUE

The experiment described here was performed at the National Superconducting Cyclotron Labo-

ratory (NSCL) between 30 June and 7 July 2016 using the newly developed segmented target, the

Modular Neutron Array (MoNA), the Large-area multi-Institutional Scintillator Array (LISA) and

the Sweeper magnet. In its first section, this chapter provides an overview of the experimental

setup, then it describes the beam production and downstream detectors in detail in the following

sections.

3.1 Experimental Setup

A 140 MeV/u 48Ca beam impinged on a 775 mg/cm2 Be target to produce a secondary beam

of 27F via projectile fragmentation. The A1900 fragment separator was used to select 27F at an

energy of 106.2 MeV/u from other products of the fragmentation reaction. This secondary beam

was delivered to the experimental area in the N2/N3 vault where it was directed onto a series of

position sensitive silicon detectors and beryllium targets, the segmented target. The average 27F

beam rate on the target was 17 particles per second.

The reaction of interest for this experiment was a one-proton removal from 27F to produce

unbound 26O which then decays through two-neutron emission. The Sweeper magnet sat behind

the segmented target and bent the charged 24O fragments into a suite of charged particle detectors

inside the Sweeper focal plane box. Two cathode-readout drift chambers (CRDCs), an ionization

chamber and a thin timing scintillator were located inside the focal plane box.

The neutrons continued in the general direction of the beam. Unaffected by the magnetic field,

they exited the Sweeper vacuum chamber and traveled through air until they interact with the

plastic scintillators that comprise the MoNA/LISA arrays. These arrays were arranged in 17 layers

with each layer consisting of 16 bars stacked on top of one another. The layers were arranged in

groups of two or three across three support tables. All layers were centered on the beam axis. Prior
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ŷ

CRDCs

Ion Chamber
Thin Scint.

MoNA-LISA

ẑ
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Figure 3.1: Detector layout in the N2 vault.

to the experiment, the eighteenth layer was removed from the experimental area to be used in an

experiment at the Los Alamos Neutron Science Center (71).

The Sweeper focal plane detectors and the MoNA/LISA arrays allow for a kinematically com-

plete measurement of the charged fragments and neutrons to which the method of invariant mass

spectroscopy (Section 3.9) can be applied to recover information about the unbound 26O nucleus.

For this experiment, the difference in magnitude between the neutron and fragment velocities

|~vn | − |~v f | was analyzed to look for a signature that the 26O existed for some measurable amount

of time before the two-neutron emission.

3.2 Beam Production

The Coupled Cyclotron Facility (72) and the A1900 fragment Separator (73) provided the 27F

beam via fast projectile fragmentation (74). Since 27F has a half-life of 5.0(2) ms (75) it cannot be

accelerated directly and must be produced in flight, in this case, via fragmentation of 48Ca on 9Be.

A stable 48Ca beam was accelerated to 140 MeV/u in the coupled K500 and K1200 cyclotrons

then directed onto a 775 mg/cm2 Be target where the fragmentation occurred. A wide variety of

nuclei were produced by this process. The A1900 was used to extract 27F from the fragmentation

products. The A1900 has four dipole magnets with focusing elements in between them to filter

nuclei by their magnetic rigidity and select a specific momentum to charge ratio. An achromatic
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Figure 3.2: Beam production at the Coupled Cyclotron Facility starts by heating a sample of the
primary beam material in an ion source. The K500 and K1200 cyclotrons accelerate the beam
which is subsequently directed onto a Be target. Fragments resulting from nuclear interactions
within the target are filtered by the A1900 to provide the desired secondary beam. Image source:
(76).

aluminum wedge with thickness 450 mg/cm2 was placed at the dispersive mid-plane between the

second and third dipoles to improve separation; the energy loss in the wedge is proportional to Z2

so different elements entering the wedge with the same rigidity exit with different rigidities. The

27F was then delivered to the experimental vault with an energy of 106.2 MeV/u corresponding to a

rigidity of 4.58 Tm. Three major contaminants (1) 28Ne (E = 121.5 MeV/u) (2) 29Ne (E = 113.6

MeV/u) (3) 30Na (E = 127.7 MeV/u) arrived with the same rigidity. It should be noted that

the beam was delivered at a higher rigidity than the Sweeper can accommodate. However, the

increased (relative to previous MoNA experiments) target thickness means that unreacted beam

and reaction products enter the Sweeper below its 4 Tm limit.

3.3 A1900 and Target Scintillators

A plastic timing scintillator is located at the focal plane of the A1900 fragment separator 10.9

m upstream from the segmented target. For this experiment, the A1900 scintillator was a 144

µm thick BC-400 scintillator optically coupled to a PMT. The target scintillator (see Figure 3.1)

was located 1.03 m upstream from the segmented target and consisted of a 420 µm thick BC-404

scintillator coupled to a PMT. In both cases, the charged ions passing through the plastic excite
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molecules that de-excite producing photons. The photons that reach the PMT are converted into

an electrical signal. The signal rise times are ∼1 ns, so the time at which the ion passes through

the plastic can be marked with a resolution ∼1 ns. With the information from the two timing

scintillators, an ion’s time of flight from the A1900 to the N2 vault was measured.

3.4 Segmented Target

Section 2.4 discussed how segmenting a single thick solid target offers improved energy reso-

lution because the decay position can be better localized so that the energy addback can be better

determined. The following subsections detail the setup and electronics of the segmented target

system used during this experiment.

3.4.1 Silicon Detectors and Beryllium Targets

The segmented target consists of four position-sensitive silicon detectors and three beryllium tar-

gets arranged as shown in Figure 3.3. Each silicon detector is a 62 mm × 62 mm × ∼ 140 µm

phosphorus-doped n-type silicon wafer. The front face is a boron-implanted p-type layer resistive

anode and is bordered by 0.5 mm resistive ion-implanted strips. The resistances between adjacent

corners is ∼5.6 kΩ. Aluminum contacts at each corner provide electrical connections that read out

the four signals which can be used to reconstruct the interaction position. A fifth signal is taken

from the rear face non-resistive layer via an aluminum-evaporated contact to provide an indepen-

dent measurement of the total energy deposited with better resolution than can be obtained from

the sum of the corner signals.

The thicknesses of the three beryllium targets were chosen to optimize the production rate of

the nucleus of interest and decay energy resolution. The linear thicknesses and area densities of

the beryllium and silicon targets are listed in Table 3.1.
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Segment Thickness [µm] Area Density [mg/cm2]
Si 0 140 32.5
Be 1 4100 758.5
Si 1 135 31.3
Be 2 3736 691.2
Si 2 138 32.0
Be 3 3302 610.9
Si 3 142 33.0

Table 3.1: Thicknesses for the silicon detectors and beryllium targets. The beryllium targets were
measured directly using calipers with a dial indicator and the associated measurement uncertainties
are ±4 µm (±0.7 mg/cm2 Be). The silicon wafer thicknesses were reported by the manufacturer
with uncertainties of ±1 µm (±0.2 mg/cm2 Si).

Beam

5 cm

0.84 cm

Si 0 Be 1 Si 1 Be 2 Si 2 Be 3 Si 3

Figure 3.3: Each detector is 11 cm × 11 cm × 0.32 cm including the frame housing the silicon
wafer. The thicknesses of the silicon wafers are 140 µm, 135 µm, 138 µm, and 142 µm for
detectors 0, 1, 2, and 3, respectively. The beryllium targets are 2.8 cm tall with thicknesses of
0.41 cm, 0.37 cm, and 0.33 cm for targets 1, 2, and 3, respectively. The spacing between each
detector/target is 0.84 cm (0.33 inches) so in total the apparatus extends 5.04 cm along the beam
axis.
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Figure 3.4: Drawing of the segmented target mounted in the beamline: (a) beam viewer plate used
to image the beam during tuning (b) base on which all detectors are mounted (c) silicon detector
frame (d) beryllium target (e) base on which all targets are mounted. The viewer is mounted to the
target base. Both the detector and target mount bases are attached to pneumatic drives so they can
be individually inserted into and retracted from the beamline.

3.4.2 Signal readout and electronics

The four silicon detectors generate 20 signals consisting of 16 corner signals and 4 anode signals.

The signals from the aluminum contacts mentioned previously are carried by AWG 28 wire to

a custom-made PCB board (one for each detector) that subsequently routes the five signals from

each detector to a specific section of a 60-conductor ribbon cable.

Each anode signal is routed to a preamplifier that has a typical output signal around 30 mV

with a 0.05 µs rise time and a 500 µs fall time when a 5.5 MeV α source was placed 7.1 cm in

front of the detector under vacuum. The anode signals are then routed to a Tennelec 241S shaping

amplifier with a shaping time of 6 µs. The shaped anode signals are routed to a Mesytec MADC-32

analog-to-digital converter with a 4 V range.

Each corner signal is floated above ground by a 10 kΩ resistor on the PCB. The corner signals

are routed to one of 16 Mesytec MMPR1 preamplifiers. The corner signals are some fraction of

the anode signal depending on the interaction location of the passing ion. The preamplifier outputs

are connected to a single 16-channel Mesytec MSCF-16 shaping amplifier. The shaping time is

2 µs for all corner channels. The shaped signals are routed to a bank of 16 inputs on the same
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Detector
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Corner Preamps

Mesytec Shaper (corners)

Mesytec ADC
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(anode)

Anode signal path
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Four signals
per detector

Figure 3.5: Wiring diagram showing the signal paths for the anode and corner signals from one
of the silicon detectors. The anode (black arrows) and corner (blue arrows) signals were routed
through separate preamp and shaping amplifiers. All shaped signals were processed by the same
analog-to-digital converter.
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MADC-32 that receives the anode signals.

3.5 Sweeper magnet

The Sweeper magnet is a large-gap superconducting dipole magnet with a bending radius of

approximately 1 meter and a bending angle of 43.3◦ (77). The magnetic field is monitored using

a Hall probe and has been mapped in previous work (78). For this experiment, the magnet was

set to a current of 306 A which corresponded to a central rigidity of 3.445 Tm, which was the

expected rigidity of 24O fragments produced from the 27F beam. In general, unreacted beam,

reaction fragments and neutrons all exit the target in a forward-focused cone. The Sweeper magnet

bends the charged particles away from the neutron flight path and into a suite of charged particle

detectors (described in the next section). The neutrons continue along the beam axis through a

vertical gap of 14 cm and into the neutron detectors (described in Section 3.7).

3.6 Charged Particle Detectors

Immediately downstream from the Sweeper magnet was a collection of charged particle detec-

tors contained in a large vacuum box. The positions of reaction products deflected by the magnet

were measured in two Cathode Readout Drift Chambers (CRDCs) separated by 1.54 m. Behind

the CRDCs sat an ionization chamber to measure energy loss followed by a large area plastic

scintillator to determine particle timing.

3.6.1 CRDCs

The distance from the target to the first CRDC was 1.86 m measured along the arc of the central

trajectory through the magnet. The second CRDC was positioned ∆z = 1.54 m downstream from

the first. The CRDCs measure the x and y positions of particles passing through their volumes.

The angle in the xz plane between the particle’s trajectory and the z-axis can be calculated from

the two x measurements and the known distance between the CRDCs tan θx = (x2 − x1)/∆z. A

similar calculation using the two y measurements gives an angle θy with respect to the z-axis in
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Figure 3.6: Schematic of a Cathode Readout Drift Chamber (CRDC) expanded in the z-direction.
The field shaping wires are omitted for visibility.

the yz plane. These angles can be used to trace the particle’s path back through the magnet to the

target. A schematic of the detector is shown in Figure 3.6.

A CRDC functions in a manner similar to that of an ionization chamber. It is filled with a 1:4

mixture of isobutane and CF4 gas at a pressure of 40 Torr (0.05 atm) and sealed with two windows.

When a particle passes through it ionizes the gas and creates ionization pairs that are separated due

to a uniform applied electric field. This drift field is produced by a 1000 V potential difference

between a plate at the top of the detector and a Frisch grid near the bottom. Field shaping wires

parallel to the x-axis are placed at specific intervals in y along each face of the detector. Below the

Frisch grid is an anode wire and a series of 116 aluminum cathode pads with a pitch of 2.54 mm

in width that run parallel to the x direction.

Electrons drift from the interaction point of the passing particle towards the Frisch grid. As

they pass through the Frisch grid they enter a strong electric field created by the anode wire and

produce an electron avalanche which is collected at the anode. An induced charge is distributed

across the cathode pads, and the x position is extracted from the distribution of this induced charge.

The y position is determined from the drift time of the electron which is measured as the difference

between a signal in the thin timing scintillator and a signal on the anode wire. The active area of
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each CRDC is 30 × 30 cm2 in the xy plane.

3.6.2 Ionization Chamber

The ionization chamber is a gas-filled detector similar to a CRDC but with 16 charge collecting

pads segmented along the z direction. The active volume of the detector is 40 × 40 × 65 cm3. It

is filled with P-10 gas (10% CH4 and 90% Ar) and held at 400 Torr (0.53 atm). The windows are

thin to allow particles to pass through with negligible energy loss; they are made of Kevlar filament

and 12 µm PPTA and are mounted with epoxy. The upstream window is 30 × 30 cm2 to match the

acceptance of the CRDC and the downstream window is 40 × 40 cm2 to allow for dispersion of

the beam.

The ion chamber has a plate on top and 16 charge collecting pads on the bottom. A charged

particle passing through the fill gas creates ionization pairs and a drift voltage of 1500 V is applied

to collect the ionization pairs. The electrons are collected on the 16 pads at the bottom. The energy

lost in the gas is proportional to the total charge collected on the pads.

3.6.3 Thin Timing Scintillator

The thin timing scintillator is mounted just downstream from the ion chamber. It is a plastic

scintillator (EJ-204) with dimensions 55 × 55 × 5 cm3 and has four photomultiplier tubes attached

via light guides - two along the top edge and two along the bottom edge. It measures time of flight

and triggers the data acquistion system. The light guides are trapezoidal and optically connected

to the PMTs. A diagram of the thin scintillator is shown in Figure 4.13.

3.7 MoNA LISA

Neutron position and time-of-flight (ToF) measurements were made with the Modular Neutron

Array (MoNA) and the Large-area multi-Institutional Scintillator Array (LISA) (79; 80; 66). The

MoNA array consisted of 128 Bicron-manufactured BC-408 plastic scintillator bars measuring

200 cm ×10 cm ×10 cm. The LISA array consisted of 144 Eljen EJ-200 plastic scintillator bars
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Figure 3.7: Schematic drawing of a single MoNA/LISA plastic scintillator bar. Image source:
Ref. (81).

with the same dimensions. The two materials are physically and chemically equivalent. Each bar

is wrapped in reflective material to reduce light loss then covered with black plastic to prevent

ambient light from inducing signals. A schematic of a single bar is shown in Figure 3.7.

Neutrons are detected in the scintillator bars when they interact with the atomic nuclei in the

plastic. The neutron-to-hydrogen mass ratio (∼1) is roughly an order of magnitude larger than the

neutron-to-carbon mass ratio (∼0.08) so the probability is larger for neutron-hydrogen interactions.

Therefore most of the scintillation light is produced in neutron-hydrogen scattering processes; the

recoiling proton perturbs the electronic structure of the atoms in the scintillator material resulting

in fluorescence as described in Section 3.6.3. The light propagates to both ends of the bar and is

collected in photomultiplier tubes (PMTs). MoNA was outfitted with Photonis XP2262/B PMTs

and LISA was constructed with Hamamatsu R329-02 PMTs. The PMTs convert the scintillation

light to an electronic signal. Each PMT housing has three connectors to accommodate two signal

outputs and one high voltage connection. The two output signals are used to measure (1) the time

at which an interaction occurs in the bar relative to some trigger signal and (2) the amount of

scintillation light produced by the interaction.

MoNA and LISA are modular systems that can be arranged in a variety of ways. For this

experiment, 16 bars were stacked one on top of another to form a layer. Seventeen total 16-bar

layers were configured as shown in Figure 3.8. Layers were arranged in groups of two or three

across three tables. Individual bars were labeled by their Table (LISA-2, LISA-1, MoNA), Layer
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Figure 3.8: A diagram of the spatial ordering of the MoNA/LISA bars as they were configured for
this experiment. Neutrons from the target travel from left to right. The spacing between groups of
layers is not drawn to scale.

(A, B, C, etc.) and number (0, 1, ..., 14, 15).

Placement of the bars relative to the target is shown in Figure 3.1. The center of the front layer

on the most-forward-positioned LISA table was 596 cm from the target; the center of the front

layer on the next LISA table was 812 cm from the target. The center of the front MoNA layer

was 1041 cm from the target. In the xy plane, each front layer’s center was within 3 cm of the

theoretical beam axis.

3.8 Electronics and DAQ

The electronics and data acquisition (DAQ) systems are described in detail in References (78;

82; 83). This section gives a brief overview of these systems and describes their settings for this

experiment.

MoNA, LISA and the Sweeper detectors operated as three independent subsystems. These
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Figure 3.9: Schematic diagram of the MoNA/LISA-Sweeper electronics modified from Refer-
ence (81). Start, stop and gate signals are depicted with green, red and blue arrows respectively.
The signal used as the common stop for the MoNA/LISA TDCs is indicated by the red dashed line.
Shaping amplifiers are omitted for clarity.
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subsystems were connected to a “Level 3” logic system that generated a system trigger and an

event tag. The Level 3 system generated a trigger when it received a signal from the channel 0

PMT of the thin scintillator. Each event tag was a unique 64-bit number generated by the Level 3

logic and distributed to each of the three subsystems. Each subsystem independently read out its

data and the event tag upon receiving the system trigger. The three data sets were merged offline

by matching event tags. For this experiment, receiving a signal from the thin scintillator was the

only condition for generating a Level 3 trigger. Therefore, data were recorded even if there was no

signal from the neutron detectors.

The MoNA and LISA electronics setups were independent but identical. Each PMT output

two signals, an “anode” and a “dynode” signal. The dynode signal was routed from the PMT

through an inverter into a charge-to-digital converter (QDC) that integrated the charge produced

by the PMT to measure the amount of scintillation light that the PMT registered. The anode signal

was sent to a constant fraction discriminator (CFD). The CFD output two copies of a logic pulse:

one triggered the start of a time-to-digital converter (TDC) and the other was delivered to a logic

module (described in the next paragraph). The TDC modules operated in common stop mode

where a signal from the CFD started the timer and a signal from the Level 3 logic system stopped

the timer. This signal path was replicated for each of the 288 LISA PMTs and 256 MoNA PMTs.

Charge and timing information for each PMT was read out from the QDCs and TDCs, respectively,

by the DAQ computer through a VME interface.

An overview of the MoNA-LISA-Sweeper electronics setup and signal routing for the Level 3

logic is depicted in Figure 3.9. Programmable Xilinx Logic Modules (XLMs) handled the trigger

logic which was divided into three levels. In the first level, one XLM for each layer counted the

number of coincident left-right CFD signals in that layer and passed this information up to Level

2. The Level 1 module also sent the integration gate to the layer’s QDCs as soon as the first signal

arrived from the CFD. There were two Level 2 XLM modules - one for each array. A Level 2

module collected the left-right coincidence information and if at least one layer had good timing

signals in both PMTs on a single bar (the definition of a valid event) the system was prepared to
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Figure 3.10: An (abbreviated) diagram of the MoNA/LISA trigger logic modified from Refer-
ence (81). Each Level 1 XLM is connected to 32 CFDs to count the number of times the left and
right PMTs on the same bar fire. The nine Level 1 modules (layers J-R) for the LISA array and the
eight modules (layers A-H) for the MoNA array are connected to two separate Level 2 modules.
The TDCs and QDCs are omitted for clarity.
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read out data. When Level 3 received a signal from the channel 0 PMT on the thin scintillator it

generated an event tag and opened a coincidence gate. If Level 2 registered a valid event during this

window, MoNA/LISA and Sweeper data were read out. If Level 2 did not register a valid event

during the coincidence window, only Sweeper data were read out. If MoNA/LISA registered a

valid event but no Level 3 trigger was generated Level 2 generated a fast clear of the MoNA/LISA

TDCs and QDCs. Figures 3.9 and 3.10 are schematics of the MoNA-LISA-Sweeper electronics

and MoNA-LISA electronics setups respectively.

The electronics for the Sweeper detectors were set up to read out signals from three timing

scintillators, two CRDCs, the ionization chamber and the silicon detectors in the segmented target.

Timing signals from the PMTs on the A1900, target and thin scintillators were routed through

CFDs to TDCs. All Sweeper TDCs operated in common start mode where the Level 3 trigger

began the timer and the individual CFD signals stopped the timer. Separate signals from the PMTs

on the target and thin scintillators were delivered to QDCs to measure the total light collected.

The pad signals from the CRDCs were digitized by Front-End-Electronics (FEE) modules which

sampled the pad’s signal and sent the information to an XLM for readout. Each ion chamber pad

signal was processed through a shaping amplifier into an analog-to-digital converter (ADC). The

signal path for the silicon detectors was described in Section 3.4.2.

3.9 Invariant Mass Spectroscopy

Invariant mass spectroscopy can provide information about systems that decay on extremely

short time scales. Neutron emission from an unbound system typically occurs on the order of

10−21 s, so a direct measurement of the parent system is impossible. Invariant mass spectroscopy

reconstructs the energy difference (Edecay) between the initial nucleus and the decay products.

Energy and momentum are conserved in the decay process that converts an initial nucleus with A+n

nucleons into a daughter fragment A and n neutrons. The rest masses of the initial system, daughter

fragment and neutron are M , MA, and mN respectively. Energy and momentum conservation is

expressed as
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Einitial = Eparent = Efinal = EA +

n∑
i

EN

Pνinitial = Pνfinal

where Pνinitial is the total four-momentum of the unbound nucleus before the decay and Pνfinal is

the sum of the four-momenta of the decay products. The Lorentz invariant quantity PνPν = M2

is independent of reference frame. Squaring both sides of the momentum conservation equation

gives

(
PνPν

)
initial = M2

(
PνPν

)
final =


n+1∑

i
Pνi



n+1∑

j
Pjν


= MA +

n∑
i

m2
N + 2

n∑
i

n+1∑
j=i+1

(EiE j − ~pi · ~p j )

where the total n + 1 terms correspond to the n neutrons plus one fragment MA, with i and j in the

double sum indexing over all of the daughter particles. The conservation of momentum gives an

expression for the invariant mass of the initial system M .

M2 = M2
A +

n∑
i

m2
i + 2

n∑
i

n+1∑
j=i+1

(EiE j − ~pi · ~p j ) (3.1)

The decay energy is defined as the difference between the energy of the initial nucleus and the

energies of the decay products

Edecay ≡ M − MA −
n∑
i

mN . (3.2)

For the specific case of single neutron emission, there are two particles emitted: a fragment with

mass MA and a neutron mN . Therefore Eq. 3.1 reduces to
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M2 = M2
A + m2

N + 2(EAEN − ~pA · ~pN ).

Taking the square root of this expression and substituting the result in for M in Eq. 3.2 gives

Edecay =

√
M2

A + m2
N + 2(EAEN − ~pA · ~pN ) − MA − mN

For two neutron emission, Eq. 3.1 is written

M2 = M2
A + 2m2

N + 2(E2
2 − ~p2

2)

where
E2

2 = EAEn1 + EAEn2 + En1En2

~p2
2 = ~pA · ~pn1 + ~pA · ~pn2 + ~pn1 · ~pn2

so the decay energy is

Edecay =

√
M2

A + 2m2
N + 2(E2

2 − ~p2
2) − MA − 2mN (3.3)

The key point is that the decay energy can be expressed in terms of the energies and momenta

of the daughter products, and these quantities can be measured in the lab.

3.10 The Decay in Target Technique

The decay in target technique is illustrated in Figure 3.11 and described in detail in Ref. (55).

It has been used to measure the half-life of two-neutron unbound 26O (1). If the decay of 26O

does not proceed instantaneously, then the nucleus will slow down as it travels through the target

material. As a result, the neutrons are emitted from a nucleus traveling at a slower speed than if

the decay did happen instantaneously. The daughter fragments and neutrons are detected after the

target, and in the analysis, the fragment speed at the center of the target is reconstructed. The slower

neutron speed resulting its delayed emission shifts the centroid of the relative speed distribution

|~vn | − |~v f | below zero. The longer the half-life for the decay the larger the speed difference between

the neutrons and the decay fragment, see Figure 3.12.
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Figure 3.11: The top panel illustrates the case of an extremely short T1/2 ∼ 10−21 s and the bottom
panel depicts a longer T1/2 ∼ 10−12 s. The longer 26O exists the more energy it loses as it travels
through the target material. This means the neutrons are emitted at a lower velocity than if 26O
decays instantaneously.
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Figure 3.12: Relative speed distributions simulated with three different 26O half-lives where T1/2 =

0 ps,4 ps and 8 ps are the red dashed, black solid and blue dotted curves respectively. The relative
speed is calculated as |~vn | − |~v f | where ~vn is the neutron velocity and ~v f is the fragment velocity.
The centroids of the distributions with T1/2 = 4 ps, 8 ps are shifted to the left relative to the
T1/2 = 0 ps case. The reaction 27F(−1p) →26 O→24 O + 2n was simulated.
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Figure 3.13: Average value of the relative speed distributions as a function of half-life using the
reaction 17C(−1p) →16 B→15 B + n at 80 MeV/u (left) and 250 MeV/u (right). Image from (55).

The sensitivity of the method was evaluated in Ref. (55) by examining the average value of

the relative speed distribution as a function of half-life for the simulated one-neutron decay of 16B

produced from 17C: 17C(−1p) →16 B →15 B + n. The simulated relative speed distributions

folded in the resolution of the velocity measurements. Figure 3.13 plots the average of the relative

speed distribution for two different beam energies and four different target thicknesses. Larger

neutron-fragment speed differences correspond to a higher sensitivity. Based on these simulations

the decay in target method is sensitive to T1/2 > 1 ps. Thicker targets are more sensitive because

the speed difference depends on the energy lost in the target by the decaying neutron-unbound

system. This is also why the method is more effective at lower beam energies. Ultimately, the

choice of target thickness for a given beam energy is limited by the requirement that the fragment

exit the target with enough energy to allow for clean identification of the fragment and a good

energy measurement. Although a higher beam energy will accommodate a thicker target, a beam

energy ∼80 MeV/u and the appropriately selected target thickness was predicted to yield the best

sensitivity in the T1/2 ≈ 4 ps region for the 16B decay (see Figure 3.14).
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Figure 3.14: Average value of the relative speed distribution as a function of half-life for
17C(−1p) →16 B →15 B + n and three different combinations of beam energy and target thick-
nesses. The first number in the legend corresponds to the beam energy in units of MeV/u and the
second number is the target thickness in g/cm2. The beam energy/target thickness combinations
were selected to give approximately the same asymptotic value for very long half-lives. Image
from Ref. (55).
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CHAPTER 4

DATA ANALYSIS

This chapter describes the calibration methods for producing meaningful data from the raw de-

tector outputs of MoNA, LISA, and the Sweeper detectors. After calibrations, the event selection

procedure is discussed followed by modeling and simulation.

4.1 Calibrations and Corrections

Information from each detector channel is digitized and written to disk. In order to extract

meaningful physics, this information must be converted from raw detector values to physical quan-

tities. For example, TDC channel numbers need to be converted to times. Each type of detector

has a specific calibration procedure.

4.1.1 Segmented Target

The segmented target was described in Section 3.4 and was used in this experiment to increase

reaction yield without sacrificing decay energy resolution, see the discussion in Section 2.4. Energy

loss information from the silicon detectors was used to determine in which beryllium target the

reaction to produce 26O and the subsequent 2n decay occurred. This section describes how the

energy loss signals were calibrated and how the reaction target was identified. Note that a survival

time of 10 ps in the lab frame corresponds to a distance of 1 mm for a decaying particle traveling

at 10 cm/ns. Therefore, any 26O produced in a beryllium target will decay inside or within 1 mm

of the Be segment. For reference, the beryllium targets are ∼4 mm thick and the distance between

elements of the segmented target is 8.4 mm. The probability for producing 26O in a silicon detector

is negligible.
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4.1.1.1 Energy loss calibration

The Coulomb force between electrons and heavy charged particles is the primary interaction by

which the kinetic energy of the heavy ions is transferred to the material through which they are

traveling (28). The maximum energy transferred in a single interaction is 4Em0/m where E is the

kinetic energy of a charged particle with mass m and m0 is the electron mass. Since the electron-

to-nucleon mass ratio m0/mnp ≈ 1/2000, the maximum energy transfer for a single interaction is

about 1/500 of the KE/A of the heavy particle. Through many of these interactions the particle

continuously loses energy in the absorbing material. The energy loss per unit path length, or

stopping power, dE/dx is proportional to the square of the charge of the particle divided by its

velocity squared

−
dE
dx
∝

Z2

β2 (4.1)

where β is the speed of the particle divided by c and Z is the atomic number of the particle. The

particles are fully ionized in the cyclotrons, and they maintain a high enough velocity that their

charge state does not change during the course of the experiment. The full form of the energy loss

(Bethe) equation for a charged particle in an absorber is given in Equation (2-2) of Ref. (28) and

Equation (1) in Ref. (84).

In the case of silicon, its semiconductor properties allow a measurement of the energy trans-

ferred to the electrons to be made. The brief explanation of this process given here is summarized

from Chapter 11 in Ref. (28). The periodic lattice into which silicon atoms organize establishes

allowed energy bands for the electrons in the solid; see Figure 4.1. These bands are separated

by gaps or ranges of forbidden energies. The lower energy band is called the valence band and

corresponds to electrons that are part of covalent bonds between adjacent atoms in the crystalline

structure. A higher energy “conduction” band corresponds to electrons that are free to migrate

through the crystal. The Coulomb interactions described in the previous paragraph can excite elec-

trons from the valence band into the conduction band where they can move freely through the

crystal. These excited electrons leave behind a vacancy in the valence band which, together with
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Figure 4.1: The upper panel (a) illustrates the silicon lattice structure with covalent electron bonds
depicted by the black lines. The bottom panel (b) sketches the electron energy band structure. In
semiconductors, Eg ≈ 1 eV. Both illustrations are adapted from Ref. (28).

the freed electron, are referred to as electron-hole pairs. Applying an electric field to the crystal

causes the electrons and holes to migrate in opposite directions to the edges of the material where

they can be collected on electrical contacts to produce a signal that is proportional to the energy

transferred from the passing charged particle.

The silicon detector dE signals can be used to identify the reaction target without an absolute

calibration, however, one was performed in order to check for consistency between measurement

and simulation. From the data recorded during the experiment, a total of eight different beam

fragments were identified with energy losses in the same range (5 MeV - 30 MeV) as the energy

losses of the oxygen reaction products from 27F. They are listed in Table 4.1 along with their

kinetic energies determined by the settings of the A1900 fragment separator (73) used to filter

and deliver the beam. The eight beam fragments were used to calibrate the energy loss measured

by each of the four silicon detectors and quantify the uncertainty associated with the calibration

according to the following four step procedure.

1. For each fragment, events were selected where the fragment charge did not change in the

segmented target. This was achieved using two analysis gates: (1) on the first silicon energy

loss as a function of A1900-to-target-scintillator time-of-flight (ToF) to identify each incom-

ing fragment and (2) a gate on the energy lost in the ion chamber as a function of the ToF
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Energy loss [MeV]
Fragment KE [MeV/u] Si 0 Si 1 Si 2 Si 3

27F 105.3 14.838 15.919 18.568 22.649
28Ne 120.2 16.667 17.732 20.393 24.315
29Ne 112.8 17.470 18.747 21.939 26.785
30Na 124.9 19.626 21.006 24.427 29.619
21O 136.8 9.748 10.000 10.946 12.122
22O 125.3 10.345 10.719 11.863 13.316
23O 115.2 10.978 11.485 12.889 14.707
24O 106.3 11.650 12.298 14.004 16.358

Table 4.1: Energy loss of eight different fragments in each silicon detector calculated using the
ATIMA energy loss calculator included within the LISE++ software package (85). Calculation of
these values accounts for the energy loss in the beryllium segments since the targets were always
in the beam line. Variations in the material thicknesses correspond to variations in the calculated
dE less than ±0.008 MeV, so /0.05%, which is smaller than the resolution of the detectors.

between the target and thin scintillators to identify Z after the target.

2. Using a χ2 minimization routine, Gaussian fits were performed on the uncalibrated ADC

spectra to determine the centroid locations for the energy loss (dE) distributions of each

detector.

3. Calculations using the ATIMA energy loss calculator embedded in LISE++ (85) determined

the expected energy loss for each fragment. The thicknesses of the targets and detectors

were varied by ±4 µm (targets) and ±1 µm (detectors) to quantify an uncertainty in the

calculations introduced by the uncertainty in the measured thicknesses of the materials. The

thickness variations correspond to dE variations of ±0.05%.

4. Calibration curves (see Figure 4.2) were extracted to convert raw ADC channels (dEraw) to

units of MeV. The calibrations had the form dEcal = p0 + p1(dEraw) and were extracted

from fits to plots of the calculated energy loss from step (3) as a function of the centroids

extracted in step (2). The uncertainty from fitting the calibration curves is <2.0% in the

range of energy losses between 10 MeV and 35 MeV.
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Figure 4.2: Black points plot calculated energy loss (y-axis) as a function of fitted centroid of the
uncalibrated dE spectrum (x-axis) for eight different fragments. The four panels show the results
for the four silicon detectors. The blue lines show the extracted linear fits. The x error bars for the
fit errors and the y error bars for the measurement/calculation uncertainties are smaller than the
points. The parameters from the fit are listed in Table 4.2.

Silicon Slope (p0) Offset (p1)
Detector [MeV / ADC ch] [MeV]

0 0.0104(1) −0.86(2)
1 0.0104(1) −0.99(2)
2 0.0120(1) −1.30(2)
3 0.0117(1) −1.52(2)

Table 4.2: The second and third columns list parameter values extracted from the fits dEcal =

p0 + p1dEraw, see Figure 4.2. The fit errors are < 2.0% in the range from 10 MeV to 35 MeV.

4.1.1.2 Reaction Target Identification

The segmented target system described in Section 3.4 was used in this experiment to increase the

reaction yield by placing three separate beryllium targets in the beam line, thus increasing the

number density of target atoms. Energy loss measurements from the silicon detectors were used

to identify the beryllium target in which the 26O was produced event-by-event. Events where the

incoming fragment was 27F are identified via energy loss measured in the first silicon detector and

time-of-flight (ToF) from the A1900 to the target scintillator. Events where a reaction in one of

the beryllium targets produced an oxygen isotope are identified from the energy loss measured in

the ionization chamber after the Sweeper magnet and the ToF from the target scintillator to the
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thin scintillator. This set of analysis gates selects a subset of events where a one-proton knockout

reaction occurred. To determine if a particular beryllium target induced the proton knockout,

the energy loss measured in the upstream silicon detector must be compared to the energy loss

measured in the downstream silicon detector. Consider two cases where (1) a nuclear interaction

somewhere in the beryllium target knocks a proton out of 27F and (2) no proton is knocked out: in

both cases the energy loss registered by the upstream detector is the same while the downstream

detector will record a smaller energy loss in case (1) than it will in case (2) because Z changes

from nine to eight and energy loss is proportional to Z2.

Figure 4.3 illustrates how the reaction target is identified using the energy loss measurements

from the silicon detectors. All events plotted in Figure 4.3 are selected so that the incoming frag-

ment was 27F and the outgoing fragment (after the segmented target) was an oxygen isotope. The

top row plots the dE spectra for each silicon detector. The bottom row plots the energy loss mea-

sured in one detector versus the energy loss measured in the previous detector; spectra in the top

row are 1D projections onto the x and y axes of the bottom row plots. The 1D spectra titled “Si

0 dE” is the x-axis of the left-most plot in the bottom row. Si 1 dE is the y-axis on the left-most

and the x-axis on the middle plot. Si 2 dE is the y-axis on the middle plot and the x-axis on the

right-most plot. Si 3 dE is the y-axis on the right-most plot.

In the left-most panels of the top and bottom rows in Figure 4.3, the first silicon detector

(Si 0) registered roughly the same energy loss for all events. The spread is introduced by the

energy spread of the beam and the resolution of the detector itself. The dE measurement from Si

1 separates events into two distinguishable groups. Events in the upper group on the 2D spectrum

(red-highlighted peak in the 1D spectrum) lose more energy in Si 1 because no proton knockout

occurred between the two detectors. There are three clusters in the middle panel corresponding

to unreacted 27F (top), oxygen reaction products from Be 1 (bottom left) and oxygen reaction

products from Be 2 (bottom right); the two lower clusters both contribute to the blue-highlighted

peak on the left of the “Si 2 dE” 1D spectrum. The two groups in the right-bottom panel correspond

to oxygen reaction products from Be 1 or Be 2 (left) and oxygen reaction products from Be 3
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Figure 4.3: Example target identification plots for 27F(−1p) → AO meaning that all events plotted
here enter the segmented target as 27F and leave as an oxygen isotope. The top row of plots show
the measured energy loss in each silicon detector. The left panel in the bottom row of plots shows
the measured energy loss in the second silicon detector vs. the measured energy loss in the first
silicon. The middle panel plots the third silicon energy loss vs. the second and the right panel
shows the fourth silicon energy loss vs. the third.
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Figure 4.4: Schematic of a silicon detector and the coordinate convention used for the position
calibration. The size of the arrows illustrates the signal size at each of the four corners for an ion
interacting at the location of the red cross.

(right).

4.1.1.3 Position calibration

The (x, y) coordinates where the charged particle passed through a silicon detector can be recon-

structed based on the relative pulse heights of the corner signals recorded by the analog-to-digital

converter (ADC). This information was used to set the beam (x, y) profile for the simulation; see

Section 4.4.1. The method for calculating x and y event-by-event relies on resistive charge division

due to the surface resistance of the boron-implanted front layer where the aluminum evaporated

contacts are made at each corner; see Section 3.4.1. Roughly equal-sized signals will be generated

at the four corner contacts when a charged particle passes through the exact center of detector.

However, a charged particle passing through the detector close to one of the corners will result in

a larger signal generated at the contact on that corner.

The x and y coordinates for the interaction point of a charged particle in one of the silicon

detectors may be calculated in the following way. With a right handed coordinate system (i.e.
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looking into the beam), label the charge collected at the upper left, upper right, lower right and

lower left corner contacts A, B, C, and D respectively, see Figure 4.4. Define the following

relationships for the signal amplitudes generated at each contact:

Σ ≡ A + B + C + D

L ≡ A + D

R ≡ B + C

U ≡ A + B

D ≡ C + D

The x and y coordinates are then given by

x = S
R − L
Σ

y = S
U − D
Σ

where S is the side length of the detector’s active area, 31 mm in this case.

4.1.2 Charged particle calibrations and corrections

Upstream from the target are two timing scintillators used to identify the beam. Following the

Sweeper magnet are several charged-particle detectors: two CRDCs, an ionization chamber and a

thin scintillator.

4.1.2.1 A1900 and Target scintillators

The A1900 scintillator was positioned at the A1900 focal plane and the target scintillator was

placed 1.03 m upstream from the segmented target. Both timing scintillators were outfitted with

a single PMT that measured time and light output. The A1900 scintillator was located 10.9 m
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Figure 4.5: The top panel shows an example TDC spectrum measured using an Ortec time calibra-
tor set to deliver start and stop signals separated by integer multiples of 40 ns. The bottom panel
plots the start-stop time intervals versus the peak locations from the top panel. The red line is a
linear fit used to extract the conversion factor from TDC channel number to time in nanoseconds.
The slope of the line is 0.0625 ns/ch and the fit error is negligible.

upstream from the segmented target and only a timing signal from its PMT was recorded. Timing

signals from both PMTs were processed by separate time-to-digital converters (TDCs) in the same

Mesytec TDC module. These TDCs have manufacturer specified slopes of 0.0625 ns/ch and this

was confirmed using an Ortec time calibrator. TDCs measure the time between start and stop

signals and the time calibrator provides start and stop signals at precise intervals. The top panel of

Figure 4.5 shows an example TDC spectrum taken with the time calibrator set to deliver start and

stop signals separated by 40 ns, 80 ns ... 320 ns. This means peaks in the spectrum are separated by
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40 ns. The bottom panel in Figure 4.5 plots the start-stop time intervals set by the time calibrator

versus the peak position in the TDC spectrum. The slope of a linear fit to these points gives the

conversion factor (0.0625 ± 6 × 10−16 ns/ch) from TDC channel number to time in nanoseconds.

In addition to the A1900 and target scintillator timing signals, four timing signals from the thin

scintillator (discussed in Section 4.1.2.4) were processed by the Mesytec TDC module. The slopes

for each of these six TDCs were confirmed to be 0.0625 ns/ch, and this conversion factor was used

to convert all six timing spectra to units of nanoseconds. After this conversion the difference be-

tween the A1900 and target scintillator timing signals corresponded to the time for beam fragments

to traverse the 9.87 m distance between the two scintillators.

The light output signal from the target scintillator was left uncalibrated since an absolute mea-

sure of the light produced in this detector was not necessary for the analysis. However, the time

difference (e.g. between A1900 and target scintillators) was plotted against the raw light output

signal for the target scintillator to check for deviations in the measured flight time due, for example,

to low light output in the target scintillator. No deviations were observed.

4.1.2.2 CRDCs

The CRDCs measure the (x, y) position of charged particles passing through their active volumes;

these detectors were described in Section 3.6.1. The first CRDC was placed 1.86 m from the

segmented target (measured along the central arc). The second CRDC was positioned 1.54 m

downstream from the first.

During the experiment some of the integrated circuit (IC) chips that process signals from the

cathode pads on CRDC 1 overheated. It was determined that replacing these chips and repairing the

electronics board within the time allotted for the experiment was not possible. Furthermore, even

if repairs were completed the system would likely overheat again and destroy the new chips. This

malfunction corrupted the x position information in specific sections of CRDC 1. This information

was lost because there was no systematic pattern to the data corruption that would have allowed it

to be corrected. During the attempted repair of CRDC 1 the corresponding circuit board for CRDC
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Figure 4.6: Charge collected (black points) as a function of CRDC 2 pad number for a single event.
The red curve is a Gaussian fit and the red vertical line is the centroid extracted from the fit.

2 was replaced because it was beginning to show signs of a similar failure. These changes to the

electronics necessitated two separate sets of calibrations. The slopes and offsets for the position

calibration did not change because the physical location of the pads and the fill gas pressure and

drift voltages were the same. However, the pedestals and gain matching scale factors were affected

by the electronics changes. The following paragraphs describe the CRDC calibration procedures

and Table 4.3 summarizes the calibration parameters.

The CRDC x position for one event is determined by measuring the charge collected on 116

2.54 mm wide pads. The distribution of charge across the pads is approximately Gaussian (see

Figure 4.6). In order to extract a reliable position, the pads must be pedestal-subtracted, bad pads

must be removed and the pads must be gain matched. The physical size of the detector and its

measured position in space determine the conversion from fitted pad number to x relative to the

beam axis.

A small leakage current produces signals that vary from pad to pad. This “pedestal” signal

must be subtracted to accurately determine the total charge collected. Data were recorded when

the electronics were on and the beam was off. The charge distribution for each pad are plotted in

the top row of Figure 4.7. A Gaussian fit to the charge distribution of each pad provides a centroid
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Figure 4.7: CRDC pedestal subtraction. The raw pad signals for CRDC 1 (left) and CRDC 2 (right)
are shown in the top row. The centroid of a Gaussian fit to the charge distribution of each pad is
subtracted to shift the center of each distribution to zero. The result of the pedestal subtraction is
shown in the bottom row: CRDC 1 (left) and CRDC 2 (right).

which is used as an offset to center each pad distribution around zero. The result of this pedestal

subtraction is shown in the bottom row of Figure 4.7.

Before calculating positions, the quality of each pad is examined. Pads that show poor charge

collection (due to noise, for example) are removed from the analysis, see Figure 4.8.

After subtracting the pedestals, CRDC pads must be gain matched to account for differences

in charge collection and amplification between pads. The Sweeper current is continuously ramped

up and down in order to sweep the beam across the charged particle acceptance. Since the beam

particles have roughly the same energy the energy deposited in a track that passes by pad A should

58



charge collected (arb.)
0 100 200 300 400 500 600 700 800 900 1000

C
o

u
n

ts

1

10

2
10

CRDC 2, pad 24

charge collected (arb.)
0 100 200 300 400 500 600 700 800 900 1000

C
o

u
n

ts

10

2
10

3
10

CRDC 2, pad 68

Figure 4.8: Example spectra showing the total charge read out by two pads in CRDC 2. Pad 68
(right) is an example of a correctly functioning pad; pad 24 (left) is deficient.

be the same as the energy deposited in a track that passes pad B. This means that a difference

between the signals recorded by pad A and pad B is due to some artifact of the detector or to the

electronics that process the pad signals. Gain matching the pads removes these types of systematic

differences between pads.

Unreacted 27F beam was used to gain match the CRDC pads because this beam was centered

in the A1900 so it had the most nearly uniform kinetic energy distribution. For every event, the

pad that registered the most charge out of all 116 pads on the detector was identified. A charge

distribution for each pad was built out of events where that pad registered the most charge. These

distributions were then scaled to a reference:

mi =
µref
µi

where µi is the fitted centroid of the charge distribution on pad i and mi is the scale factor for pad

i.

The total charge induced on a pad is estimated by a Riemann sum over four samples taken

during the course of the event. The total charge is calculated as

Qi =
1
n

n∑
i=0

qi − qpedestal
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where n can vary from one to four. The gain matched pad charge is then calculated as

Q(cal)i = miQi

The calibrated charge Q(cal)
i for each pad is plotted for a single event in Figure 4.6. A Gaussian fit

to the distribution of charge across the pads determines the x position in terms of pad number.

The y position is determined by the time it takes electrons to drift from the interaction track

to the anode wire. The final (x, y) position in the lab frame requires a conversion from pad num-

ber/time to distance. This is done using a tungsten mask with a known hole pattern. The mask

is placed in front of the detector and stops beam particles before they pass through the CRDC. A

position spectrum taken with the mask in place provides a linear transformation from (pad number,

drift time) to (x, y).

The pitch of the pads is 2.54 mm and this determines the slope of a first order polynomial

function that converts pad number to lab frame x. An offset to orient the detector relative to the

beam axis is determined from the position spectrum taken with the mask in place. The scale factor

for converting drift time to y position is determined from the known hole spacing on the mask.

The y offset is determined by the measured position of unreacted 27F - this aligns the xz-plane

with the beam trajectory. Ultimately, y position measurements did not contribute to the fragment

reconstruction because of the faulty CRDC1, therefore, a high-accuracy calibration for absolute y

position was not crucial.

The CRDCs are placed in opposite orientations relative to the +x direction. The pad number

for CRDC1 increases in the +x direction; the pad number for CRDC2 increases in the −x direction.

This is why the x slopes differ by a sign.

The y position measured by a CRDC can drift over time due to fluctuations in the gas pressure

and the drift field voltage. These effects are corrected by scaling the raw drift time to a reference

run and performing a run-by-run correction. The correction factor is computed as

m =
µref

TAC
µi
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Figure 4.9: Calibrated position spectrum with the mask pattern overlaid. The same y offset ex-
tracted from the unreacted beam position is applied to the mask pattern.

where µref
TAC and µi are the centroids of the timing signal distributions in the reference run and the

ith run respectively. The results of this correction are shown in Figure 4.10. A similar correction

was applied to CRDC2.

4.1.2.3 Ionization Chamber

The ionization chamber was positioned immediately behind the second CRDC. It is segmented

into 16 pads along the z direction. During an event each pad collects a charge proportional to the

energy lost by an ion passing through the detector. The average of the pad signals is proportional

to the total energy deposited and can be used to identify particle Z event-by-event. The pad signals

must be inspected to identify malfunctioning pads and remove them from the analysis. Good

pads are gain matched to normalize the pad signals. Finally, any drift in the pad responses over

time are removed by normalizing to a reference run. Examination of the pad responses showed
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Runs 1038 - 1121
Bad pads Avg. pedestal Avg. gain scale factor

CRDC1 0 - 56, 99 - 115 121 1.01
CRDC2 24 120.5 1.01

x slope [mm/pad] x offset [mm] y slope [mm/ns] y offset [mm]
CRDC1 2.54 -177.9 -0.075 106.0
CRDC2 -2.54 187.0 -0.074 105.7

Runs 1125 - 1179
Bad pads Avg. pedestal Avg. gain scale factor

CRDC1 0-53,54,56,63,64,95 - 115 110.4 1.02
CRDC2 23,24,30,31,32 116.5 1.05

x slope [mm/pad] x offset [mm] y slope [mm/ns] y offset [mm]
CRDC1 2.54 -177.9 -0.075 106.0
CRDC2 -2.54 186.9 -0.074 110.3

Table 4.3: CRDC calibration parameters applied to runs before (1038 - 1121) and after (1125 -
1179) the attempted electronics repairs (see text). Bad pads are deficient cathode pads that are
removed from the analysis. The pedestal subtraction is summarized by the average of all pedestal
values. Similarly, the gain scaling factor is averaged over all good pads. Note that these two values
are not actual calibration parameters. The xy slopes and offsets were extracted from spectra taken
with the tungsten mask in place.

that channels 0, 4, 7 and 15 collected ten times less charge or none at all; see the left panel in

Figure 4.11. These pads were removed from the analysis.

The gain matching procedure ensures that the signal from each pad is the same for the same

amount of energy deposited. This requires selection of a subset of events where the kinetic energy

and type of particle passing through the detector are the same. Unreacted 27F events were used to

gain match the ionization chamber pads.

The gain matching is implemented by finding a scale factor mi for each pad such that

mi =
cref
ci

where cref and ci are the centroids of a reference (pad 12) pad’s and the ith pad’s charge-collected

distribution respectively. The gain matched charge for pad i is then

q(cal)
i = miq

(raw)
i
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Figure 4.10: Uncorrected (top row) and corrected (bottom row) drift times for CRDC1. The dis-
continuity at run 1125 is due to the two separate calibration parameters described in the beginning
of Section 4.1.2.2.

The results of the gain matching procedure for the ion chamber pads are shown in Figure 4.11.

The average of the 12 signals from the good pads is taken event-by-event to measure the energy

deposited by the charged fragments in the ion chamber.

A time-dependent drift in the charge collected by each ion chamber pad was observed over the

course of the experiment. This was corrected using a run-dependent offset to align the collected-

charge distribution of each pad from run to run. With this shift the final calibrated pad signal is

given by

q(cal)
i = miq

(raw)
i + bi (r)
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Figure 4.11: The charge collected by the ionization chamber pads for unreacted 27F events before
(left) and after (right) gain matching.
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Figure 4.12: The average of the ion chamber pad signals before (left) and after (right) the correc-
tion. A 27F beam gate has been applied. The horizontal bands correspond to reaction products with
different Z . The band between the red horizontal lines corresponds to oxygen reaction products.
The correction was made to straighten this band in order to more cleanly select oxygen reaction
products.

where mi is the gain matching scale factor and bi (r) is the offset for run r . The result of the drift

correction is shown in Figure 4.12.

4.1.2.4 Thin scintillator

The thin scintillator was located 9.5 cm behind the ionization chamber and measures ion energy

loss and provides a timing signal for a time-of-flight (ToF) measurement. The detector has four
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Figure 4.13: Diagram of the thin scintillator with its four PMTs.

PMTs two connected to the top edge of the scintillator and two connected to the bottom edge.

Signals from each PMT are split to provide timing and energy loss measurements. The ToF mea-

surement between the target scintillator and the thin scintillator was crucial for the analysis. Inho-

mogeneity and attenuation in the plastic can introduce small variations in the timing signal from

each PMT; this, in turn, affects the ToF measurement. A series of three corrections were made to

the ToFs measured between the target scintillator and each of the four thin scintillator PMTs. The

four measurements were corrected against the energy loss measurements and the x and y positions

measured by CRDC2. After these corrections the timing signals were averaged together and the

difference between this average and the target scintillator was taken as the measured ToF.

The raw ToF between the target PMT and each of the thin PMTs was first checked against the

charge-collected signal from the target PMT. There was no correlation between the measured en-
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Figure 4.14: The raw, uncorrected ToF between the target and thin PMT 0 is plotted versus charge
deposited in the target scintillator. There is no correlation between the two measurements. The
spectra for the other three thin scintillator PMTs are similar to this one.

ergy loss in the target scintillator and the target-thin ToF, see Figure 4.14. Therefore the measured

ToF does not depend on the size of the signal produced by the incoming beam in the target scintilla-

tor. This is because the beam spot was small and localized on the smaller (∼7 cm) target scintillator

compared to the large spot size of the unreacted beam after the dispersive Sweeper magnet on the

larger thin scintillator. The effects of inhomogeneity and attenuation are much smaller in the small

scintillator when the light is always produced in roughly the same place.

Next, the raw ToFs (target to each thin PMT) were plotted against the energy loss signals from

each of the thin’s PMTs to correct for variations in the ToF due to the signal size. The energy loss

versus ToF for each PMT was plotted for a subset of events that were identified as unreacted 27F

(see Section 4.2.2) and passed through a 10 × 10 cm2 window at the center of the unreacted beam

spot as measured on CRDC2. The narrow position gate ensures that events used for the correction

have similar fragment trajectories; otherwise the correction could reduce the sensitivity of the ToF

measurement. The correlations shown in the left column of Figure 4.15 were found to be identical
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for four other position gates. The results of the q-correction are shown in the right column of

Figure 4.15.

The q-corrected ToFs were then corrected against CRDC2 x position to compensate for varia-

tions in the timing signals generated by light production in different regions of the scintillator. The

data used for this correction were recorded while the Sweeper magnetic field was ramped up and

down so that the unreacted 27F (at a known velocity of 10.300 ± 0.008 cm/ns) is swept across the

charged particle acceptance. The ∼ 3 ns variation between the average ToFs measured for events

passing through the edges of CRDC2 (see Figure 4.16) is assumed to be due entirely to variations

in the timing signal induced by nonuniform light collection. Variation in the ToF due to beam

energy spread and different path lengths as well as the ToF resolution contribute to the width of the

distribution. A similar procedure generated a final correction from the qx-corrected ToFs versus

CRDC2 y (see Figure 4.17).

The final calibrated ToF measurements for unreacted 27F is shown as the red histogram in

Figure 4.18. An offset applied to the qxy-corrected distribution was determined in order to center

the velocity distribution on the 10.3 cm/ns value determined from energy loss calculations. Starting

from the beam energy determined by the A1900 settings, the unreacted 27F beam velocity after

the segmented target is determined to be 10.3 cm/ns by computing the energy loss through the

materials in the segmented target. The path length along the beam axis from the segmented target

through the Sweeper to the thin scintillator was measured to be 429 cm. Calculating the velocities

v =
429 cm

t

for events that very nearly follow the beam axis (this is accomplished by gating on a 10 × 10 cm2

central region in the CRDC2 xy spectrum) produces a roughly Gaussian distribution. Finding the

offset (41.7 ns) needed to center the distribution on 10.3 cm/ns is the final step in calibrating the

ToF measurement.

It is important to note that this offset folds in a second adjustment. Recall that the ToF is the

measured time difference between timing signals from the target and thin scintillators. This mea-

surement includes the additional time it takes the beam to travel 103 cm from the target scintillator
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Figure 4.15: Left column: raw energy loss versus ToF between target and thin scintillators; a scale
factor was applied to the x-axes to convert TDC channel number to ns. Right column: results of
correcting each ToF measurement against the signal size in each PMT. The raw energy loss signals
did not need to be gain matched since independent corrections were extracted separately for each
PMT.
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Figure 4.16: Left column: q-corrected ToF versus x position measured in CRDC2. Right column:
results of the x position correction.
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Figure 4.17: Left column: qx-corrected ToF versus y position measured in CRDC2. Right column:
results of the y position correction.
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Figure 4.18: The uncorrected (black dotted histogram) and corrected (solid red histogram) ToF
distributions for unreacted 27F calculated as the event-by-event average of the thin PMT signals.
An offset has been applied to center the velocity distribution on the value determined from energy
loss calculations of the 27F beam through the segmented target (see text).

to the segmented target. By setting the offset to reproduce the velocity of unreacted 27F after the

segmented target, the flight time from scintillator to target is removed. This means that the offset

in the calibration is only valid for events from the 27F beam.

4.1.3 MoNA-LISA

The signal output from each PMT on the MoNA/LISA bars provides a charge and a time measure-

ment. The PMT converts scintillation photons into an electrical signal. One copy of the signal

is processed by a constant fraction discriminator (CFD) and used to measure the arrival time of

the signal. Another copy is integrated to measure the total amount of scintillation light produced

by the interaction of a photon, neutron, or charged particle with the bar. The terms “charge” and

“light” are both used to refer to the amount of scintillation light produced. A series of calibrations
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are needed to convert these measurements into deposited charge, interaction time and position (x)

along the bar. The orientation of the lab frame coordinate axes are shown in Figure 3.1; the y, z

coordinates are determined by the positioning and discretization of the bars.

First, each PMT was gain matched and the charge measurements calibrated. Then the TDC for

each PMT was calibrated, and subsequently, a conversion from time difference to position along

the bar was extracted. A timing offset was then determined to place each bar in time relative to the

first layer on each table and finally to place each table relative to the target. All of these calibrations

(except for the final timing offset) were performed using cosmic ray muon measurements. Muons

produced in the upper atmosphere by cosmic rays uniformly illuminate the arrays and provide a

means of calibrating the positions and timing of individual bars. The MoNA/LISA acquisition

systems were set to operate in standalone mode for these measurements so no coincidence with the

Sweeper detectors was required.

Cosmic ray muon data were taken before and after the experiment using individual layers of

MoNA and LISA and using the entire array. Muons from cosmic rays deposit roughly 2 MeV/cm

(84) as they pass through about 10 cm of scintillating material depositing approximately 20.5 MeV

electron equivalent (MeVee) of light in each bar. Since the light yield in organic scintillators is

dependent on the type of particle, units of electron equivalent energy deposited are used to quantify

the absolute amount of light produced. One MeVee is equal to the light produced by an electron

with 1 MeV of kinetic energy. Since the muons travel at close to the speed of light (86) measuring

them provides an ideal metric for calibrating the relative timing between bars.

4.1.3.1 Charge Calibration (QDC)

The first step in calibrating the charge/light deposited was to roughly gain match the PMTs by

adjusting the applied voltage. This iterative process involved

1. Taking one hour of cosmic ray muon data

2. Extracting the muon peak from the uncalibrated QDC spectra for each PMT
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Figure 4.19: Example raw (left) and calibrated (right) QDC spectra. The pedestal visible in the
left spectrum is suppressed using a hardware threshold during the experiment and while recording
a subsequent cosmic run used to generate the right plot. The red curve is a Gaussian fit to the
cosmic peak. The QDC channel numbers of the pedestal and the cosmic peak determined a scaling
to convert QDC channel number to light deposited in units of MeVee. The muon peak appears ∼20
MeVee in the calibrated spectrum.

3. Calculating and applying a new voltage setting to adjust the position of the muon peak

This process was repeated until the cosmic peak was positioned around channel 1000 in all QDC

spectra. Final voltage settings ranged from 1400 V to 1950 V.

The charge-to-digital converters (QDC) used to integrate the signal current and determine

charge have a small inherent bias current referred to as a pedestal. The pedestal was suppressed

during the experiment using a hardware threshold. Without this threshold, every QDC channel

would be read out for every event thus causing significant dead time. However, this threshold was

turned off when taking cosmic ray data for the QDC calibration so that the uncalibrated QDC bin

number of the pedestal could be identified and used to set the thresholds. The pedestal corresponds

to a charge signal of zero and was used as one point in a linear calibration, along with the bin

number of the cosmic peak, to convert uncalibrated QDC spectra to units of MeVee.

The QDC calibration is extracted from a cosmic ray data set taken after all PMTs have been gain

matched. The linear conversion from QDC channel number to MeVee for each PMT is determined
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from the pedestal and the fit to the cosmic peak

qcal = mq (qraw − qped)

where mq = 20.5/(q(raw)
µ − q(raw)

ped ) in units of MeVee/ch is the QDC slope that calibrates the muon

peak to 20.5 MeVee; q(raw)
µ is the QDC channel number corresponding to the fitted centroid of the

muon peak. The quantity qraw − qped subtracts the integrated charged due to the pedestal from

measurement. The hardware threshold is calculated as

qthresh =
qped

16
+ 2

The factor of 16 converts the pedestal channel from 12 bits to 8 bits since the QDC modules

record measurements as 12 bit numbers and store the thresholds as 8 bit numbers. The 2 assures

that the threshold is placed above the pedestal. Thresholds ranged from 0.5 to 1.0 MeVee and a

post-experiment software threshold of 1.0 MeVee was applied to all PMTs and also to simulation

output. An example of the QDC calibration is shown in Figure 4.19 for the right PMT of bar J-14.

4.1.3.2 Timing and x position calibration

The signal from each PMT is processed by a constant fraction discriminator (CFD) to generate

a logic pulse that provides the start signal for a time-to-digital converter (TDC) to measure the

temporal separation between particle interactions in the arrays. A TDC operates like a stopwatch:

when it receives a start signal from the CFD it begins charging a capacitor until it receives a stop

signal from the logic system. The amount of charge on the capacitor corresponds to the amount

of time between the start and stop signals. There are variations between the capacitors in different

TDCs so a slope must be calculated to convert from TDC channel number to time for each TDC.

This process used an Ortec NIM Time Calibrator module (Module 462) which provides start and

stop pulses separated by specific intervals. The interval was set to 40 ns and the range to 350 ns so

that the start and stop signals were separated by an integer multiple of 40 ns no greater than 350

ns (40 ns, 80 ns ... 320 ns). The top panel in Figure 4.20 shows an example of an uncalibrated
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Figure 4.20: An example of an uncalibrated TDC spectrum (top panel) generated using the time
calibrator. The narrow peaks represent recorded events where the time between the start and stop
pulses is an integer multiple of 40 ns. The known time intervals are plotted against the peak
locations (bottom panel) to extract a scale factor that converts TDC channel number to a time. The
right panel displays histograms of the calculated TDC slopes.

TDC spectrum produced using the time calibrator. The structure results from the ∆t = n × 40 ns

intervals (n = 1,2, ...,8) between start and stop pulses. The time intervals set by the time calibrator

are plotted against peak locations (see the bottom panel of Figure 4.20) to extract a conversion from

TDC channel number to time. A separate conversion factor is calculated for every TDC channel in

MoNA and LISA and they are plotted in the right panel of Figure 4.20.

Once the PMT timing measurements are calibrated, the time difference between left and right

PMTs can be used to determine the position along the bar where an interaction produced scintilla-

tion light. Cosmic ray muons illuminate the entire length of a bar so the time difference spectrum

from a cosmic muon data set is used to calibrate the x positions using the left and right edges of

the detector. An example of a left-right time difference spectrum is plotted in the left panel of

Figure 4.21. Separate fits of the form
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Figure 4.21: In the left panel, the black histogram plots the difference between calibrated times
tleft − tright, the blue curves are Fermi function fits to the left and right edges of time difference
distribution and the red vertical lines are the edges extracted from the fits. The right panel shows
the resulting x position spectrum. Events plotted in these spectra are required to have a calibrated
light deposited signal > 4 MeVee.

f (x) =
a

1 + exp[b(x − c)]
,

are used to extract the left and right edges of the distribution (a, b, c are fit parameters). The

edges are then used to calculate a scale factor that converts time difference to position and an offset

that centers the distribution in the bar’s reference frame. An example of a calibrated x position

spectrum is shown in the right panel of Figure 4.21.

Once the left-right time difference for every bar has been calibrated to an x position, the co-

ordinate system for each bar must be converted to the lab coordinate system. This was achieved

using the results from a survey that measured the planes of the front layers on each table (see Sec-

tion 3.7) relative to the target location. This measurement was used to determine the orientation

of the “table coordinate systems” by defining a vector connecting the target location to the center

of each of the front layers. Ultimately, the alignment of these vectors with the theoretical beam

axis was better than 2◦. This translates to an adjustment ∼0.1 cm which is roughly an order of

magnitude smaller than the ∼7 cm position resolution of the bars. Therefore, the layers were taken

to be perpendicular to the beam axis. The coordinate transformations from each bar system to the

76



lab system have the form

x = x′ + x0

y = y′ + y0

z = z′ + z0

where the unprimed coordinates correspond to the lab system, the primed coordinates corre-

spond to the bar system and (x0, y0, z0) specify the lab coordinates of the bar centers.

4.1.3.3 Timing offsets

The relative timing between signals in each MoNA/LISA bar must be known in order to accurately

measure the neutron flight time. The time of a particle interaction inside a bar is determined by the

average of the two PMT times, but an offset must be determined to correctly calibrate the measured

time relative to the target. The procedure for determining this offset involves finding offsets that

correctly set the timing (1) between bars and (2) relative to the target. Offsets between bars (1)

can be determined using cosmic ray data while x-rays and γ-rays from the target can be used to

determine offset (2). The cosmic ray muon velocity is approximated as 29.8 cm/ns and is used to

set the timing for events where the muon passed through all 16 bars in a layer or through multiple

bars on a table.

First, offsets are calculated to set the timing of all bars in a layer relative to the top bar. For

muons travelling through a layer the travel time is

t =
d
vµ

(4.2)

where d =

√
(x1 − x0)2 + (y1 − y0)2 is the distance between interactions determined by the cali-

brated x position and the physical y location of the bars; vµ = 29.8 cm/ns is taken to be the muon

speed. The difference between the observed and the expected time is the offset.
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Figure 4.22: A χ2 minimization routine was used to fit Gaussian functions to the fragment and
neutron velocity distributions; the centroids and fit errors are plotted for data (black circles) and
simulation (open blue diamonds). The fit results for the fragment velocities are plotted in the top
row and the neutron velocities in the bottom row. The left, middle and right columns correspond
to fit results where the distributions are made from events where the reaction occurred in the first,
second and third beryllium target, respectively.

Next, offsets for each layer are determined to set the relative timing between layers on a single

table. Equation 4.2 is again used to calculate the expected time where now

d =

√
(x1 − x0)2 + (y1 − y0)2 + (z1 − z0)2.

where z is determined by the physical location of each layer. The difference between the measured

and expected times is the offset that sets the timing between layers on a table.

The final step is to determine an offset for each of the three tables that correctly sets the timing

relative to the target. Since the rate of muons passing through bars on separate tables was negli-

gible, γ-rays from the target were used to determine this final offset. Just prior to the start of the

experiment, a 6.35 mm aluminum block was placed in the target position and a 140 MeV/u 48Ca

beam was directed onto it. Neutrons, light charged particles and γ-rays from the fragmentation of
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MoNA Offset [ns] LISA-1 Offset [ns] LISA-2 Offset [ns]
453.1 443.5 442.5

Table 4.4: Final time offsets for each MoNA/LISA table.

48Ca were measured in MoNA and LISA. These measurements were used to determine one tim-

ing offset for each of the three tables such that (1) the gamma peak in the velocity spectrum was

located at 29.979 cm/ns and (2) the neutron/light charged particle peak in the velocity spectrum

was between 10.0 cm/ns and 14.5 cm/ns corresponding to the beam velocities at the front and back

edges of the aluminum block. The global timing offsets extracted for each table in this way needed

one adjustment to account for the difference in flight times for the 48Ca (v = 14.8 cm/ns) and 27F

(v = 13.2 cm/ns) beam particles over the 103 cm distance from the target scintillator to the target

position. This offset was calculated as

toffset =
103
v(F)

−
103
v(Ca)

= 0.8 ns.

The final timing offsets were checked by comparing the measured and simulated neutron veloc-

ities for six different species of reaction fragments produced from the 27F beam fragments; see

Figure 4.22. The final timing offset values are listed in Table 4.4.

4.2 Event Selection

During the experiment, more than 50 million events were recorded. Included in this data set

are events resulting from background physics processes, events where one or more of the decay

products were not detected and events with incomplete information in one or more detectors. This

section describes how the data set was “cleaned” to extract events resulting from a complete and

reliable measurement of the 27F(−1p) →26 O→24 O + 2n process of interest.
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Beam Fragment Velocity [cm/ns] Flight time [ns] Fraction [%]
27F 13.21 74.5 15

28Ne 13.96 70.5 36
29Ne 13.58 72.5 8
30Na 14.25 69.0 18

Table 4.5: Velocities, flight times and fraction of total events in the dE-ToF spectrum for the four
most intense beam fragments. The velocities are calculated based on the central rigidity (4.5798
Tm) of the last dipole magnet before the target and the flight times are based on the 983.8 cm flight
path between the A1900 and target scintillators. The remaining 23% of events either fall outside
the strict 2D graphical cuts or resulted from low Z beam fragments.
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Figure 4.23: Spectrum used for beam fragment identification. The faster fragments (see Table 4.5)
have a shorter ToF (x-axis) and fragments with a higher Z deposit more energy in the first silicon
detector (y-axis).
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4.2.1 Beam Identification

The A1900 delivered the 27F secondary beam along with three additional species of beam frag-

ments: 28Ne, 29Ne, 30Na and a number of other low Z fragments resulting from reactions in the

aluminum wedge. The central rigidity of the magnet before the target was set to 4.5798 Tm in

order to transport the beam fragments from the A1900 into the experimental area. The veloci-

ties at which the beam fragments traveled from the end of the A1900 to the target are listed in

Table 4.5. The time-of-flight (ToF) between the A1900 and the target scintillator along with the

energy lost by the beam fragments in the segmented target’s first silicon detector (Si0) were used

to identify beam fragments event-by-event. The ToF measurement was sufficient to separate 27F

from the other beam fragments because nuclei with the same Bρ but different A and Z will have

different velocities. The light fragments were filtered out using the Si0 energy loss (dE) measure-

ment because the energy lost in the silicon is proportional to Z2/v2. A 2D graphical cut shown

in Figure 4.23 was generated to place a tight gate on the 27F events. Using these measurements

the fraction of events identified as 27F in the dE-ToF spectrum beam was calculated to be 15%.

Table 4.5 summarizes the fraction of events identified as each of the four main beam fragments.

4.2.2 Element Identification

Many reaction products were expected from the fragmentation of 27F in the beryllium targets,

but only those reaction products that produced a signal in the thin scintillator were recorded. The

Sweeper magnet was set to a central Bρ = 3.445 Tm (306 A) corresponding to the expected energy

of 24O reaction fragments after the segmented target. The acceptance of the sweeper is ±8% in

rigidity so only those reaction fragments with momenta in this range after the segmented target

reached the thin scintillator. For this experiment, the fragments of interest were 22O and 24O.

Identifying the charge (q = Ze) of a reaction fragment utilizes the correlation between the en-

ergy loss (dE) measured in the ionization chamber and the time-of-flight (ToF) from the target to

the thin scintillator. Figure 4.24 plots the dE measured in the ionization chamber against the ToF

from the target to the thin scintillator requiring the first silicon dE and A1900-to-target-scintilator
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Figure 4.24: Energy loss (dE) measured in the ionization chamber versus the time-of-flight from
the target to the thin scintillator. Only events that fall inside the 27F beam gate (see Figure 4.23)
are plotted here. The most intense region corresponds to unreacted 27F beam fragments (Z = 9);
the band immediately below corresponds to oxygen (Z = 8) reaction products 27F(−1p) →A O.

ToF measurements to fall inside the 27F beam gate. Groups with Z = 9, 8, 7, 6, 5, and 4 are dis-

cernable and a 2D gate on the oxygen band was used to select events where a one-proton knockout

reaction took place. For some calibration procedures a 2D gate was placed on the intense region in

the fluorine band to select events were no reaction occurred in the segmented target.

4.2.3 Isotope Identification

Once the charge (q = Ze) of the reaction fragment is identified, the mass number (A) must be

determined. The magnetic rigidity of a non-relativistic charged particle can be written as

Bρ =
mv

q
,
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and its velocity v = ∆L/∆t. With these two relations, it can be shown that the time-of-flight

through a magnetic field is proportional to the fragment mass Amu

v =
∆L
∆t

=
Bρq
m

=
BρZe
Amu

∝
1
A

(4.3)

where q = Ze is the charge, L is the path length of the trajectory through the magnetic field, t is

the time-of-flight, A is the number of nucleons and mu is the nucleon mass. Thus different isotopes

with constant Bρ (constant momentum) can, in principle, be mass-separated by measuring time-

of-flight.

In reality, the time-of-flight (ToF) distributions for different isotopes are broad and overlap due

to variations in both L and Bρ. These variations arise from factors including the emittance of

the beam, momentum acceptance of the fragment separator, straggling in the targets and silicon

detectors, the nuclear dynamics associated with the knockout reaction and the momentum kick

from the neutron decay. Additionally, the magnetic field of the Sweeper is not uniform due to its

14 cm vertical gap. Nevertheless, the magnetic rigidity and L of the charged particles are related

to their emittance measured after the Sweeper magnet. The correlation between time-of-flight,

dispersive angle and position needs to be untangled to produce a “corrected” ToF parameter that

can separate the different isotopes present in the oxygen band shown in Figure 4.24. Examples of

the ToF-dispersive angle and position correlation is shown in Figure 4.26.

Calculation of the dispersive angle requires two position measurements after the magnetic field.

Since the CRDC1 position measurement is unreliable for certain regions, the deconvolution was

carried out separately for the lower left, middle and upper right regions outlined in red in Fig-

ure 4.25. The procedure is illustrated for the upper right region and the resulting mass-separating

“corrected” ToF parameter is plotted in Figure 4.33.

The additional beam fragments that arrived with the 27F included the same oxygen isotopes

22−24O as the reaction fragments of interest. Events where these oxygen beam fragments were

measured are selected by gating on the oxygen band in the ionization chamber dE-ToF spectrum

and on the Si 0 and A1900-to-target dE-ToF spectrum. The ToF distributions from these unreacted
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Figure 4.25: CRDC1 x position versus CRDC2 x position; Two functioning detectors would dis-
play a smooth, positive correlation. The red lines outline 2D gates that attempt to select events
with a good CRDC1 position measurement.

oxygen beam events do not exhibit the same broadening resulting from the nuclear reaction dy-

namics and the momentum kick since they do not undergo a reaction. As a result they can already

be mass-separated using the uncorrected ToF measurement. Furthermore, the oxygen beam frag-

ments lose less energy in the segmented target than the 27F beam, therefore they enter the Sweeper

with a higher Bρ than the oxygen reaction fragments which means they are detected on the +x

side of CRDC2 (50 ≤ x ≤ 150 mm) while most of the oxygen reaction fragments are detected

with CRDC2 x < 100 mm. Compared to the oxygen reaction fragments, the beam fragments pro-

vide a cleaner starting point for deconvolving the ToF-dispersive angle and position relations (see

Figure 4.26) as well as higher statistics especially in the upper right region of Figure 4.25.

The first step in generating the corrected ToF is to construct a single parameter that describes

the dispersive plane emittance, both angle and position. This is accomplished by projecting a 3D

scatter plot of ToF versus dispersive angle versus dispersive position onto the dispersive angle and
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Figure 4.26: The correlation between ToF dispersive angle and position is shown for oxygen beam
fragments on the left and oxygen reaction fragments from 27F on the right.

position plane. The projection of the left 3D scatter plot in Figure 4.26 is shown in the top panel of

Figure 4.27 where the color of each box in the grid indicates the mean of the distribution formed

when the contents of the 3D cell are projected onto the ToF axis. Breaks in color indicate contours

of iso-ToF which are fit with a second order polynomial

f (x) = p0 + p1x + p2x2

indicated by the black curve in the top panel of Figure 4.27. The fit result is used to construct a

parameter describing both position and angle for constant ToF:

g(x, θx ) = θx − f (x)

Plotting this parameter against ToF separates the different isotopes as shown in the bottom panel

of Figure 4.27. A corrected ToF is constructed by rotating the ToF axis to lie perpendicular to the

red line in the bottom panel of Figure 4.27 which is defined as
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Figure 4.27: The top panel is a projection onto the 2D dispersive position versus dispersive angle
plane. The iso-time-of-flight contour is shown in black. In the bottom panel the dispersive plane
emittance parameter displays a linear correlation with measured ToF and can be projected onto an
axis perpendicular to the red line for the purpose of making a 1D gate.
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Iteration Parameter Left Middle Right
1 g(x, θx ) 0.13 0.08 0.08
2 Si 0 x 1.59 0.86 0.88
3 focus x −0.01,−0.94 −0.01,0.01 −0.01,0.11
4 focus θx 0.01 0.03 0.01

Table 4.6: Iterative corrections to fragment time-of-flight used to achieve particle identification for
the left, middle, and right regions identified in Figure 4.25. Note that two parameters are given
for iteration three, the correction via focus x; this is because that correction had the form tcorr3 =

tcorr2 − (p2x2 + p1x) so the first and second values listed correspond to p2 and p1 respectively.

g(x, θx ) = m0ttarget→thin + b

where m0 is the slope and b is an arbitrary offset. The corrected ToF is then

tcorr = ttarget→thin − m−1
0 g(x, θx )

The separation is then improved by iteratively plotting other parameters against corrected ToF

and removing any correlations according to the same procedure:

1. Plot a parameter or combination of parameters versus corrected ToF

2. Extract the form for a linear correlation between the corrected ToF and the parameter (com-

bination)

3. Generate a new iteration of the ToF correction (ti) according to ti = m−1
i−1y where y is the

parameter or combination of parameters

4. Compare plots of y versus ti and y versus ti−1 to ensure that the new correction removes the

correlation

The procedure for extracting a dispersive plane emittance parameter and then iteratively cor-

recting the ToF was applied separately to each of the three regions outlined in Figure 4.25 using

oxygen beam and/or reaction fragments depending on which data set had the best statistics for a

given region. The parameters used for the corrections are listed in Table 4.6. The ToF corrections
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were then applied to the oxygen reaction fragments from the 27F beam and 1D gates for each of

the three regions were generated to select the different isotopes. The CRDC2 x distributions under

the isotope gates were then checked for the correct trend between ToF and dispersive position.

Reaction products with different masses produced from the same beam should have roughly

the same velocities. This implies that the momentum (Bρ) for a heavier reaction product will be

larger than that of a lighter mass one. Upon passing through the Sweeper magnet, the heavier

reaction products will be bent less and take a slightly longer path through the magnet resulting in

a longer flight time. Therefore, the heavier mass reaction products should have a longer ToF and

more positive CRDC2 x distributions compared to the lighter reaction products. Figures 4.28 -

4.30 illustrate the trend between ToF and CRDC2 x position.

The corrected ToF is sufficient to separate isotopes but it does not identify masses. Recall from

Eq. 4.3 that the energy loss is proportional to Z2/v2. Assuming non-relativistic kinematics and

that Bρ remains constant, recall also that Bρ = p/q = mv/Ze from which it follows that

v2 =
(BρZe)2

m2 ∝
Z2

A2 ,

∆E ∝
Z2

v2 ∝
Z2

(BρZ )2 A2 ∝ A2

Since ToF is inversely proportional to velocity, measurements of ∆E and ToF can separate events

according to A2 and A/Z . Figure 4.31 illustrates how nuclei are arranged according to these two

parameters. Note that nuclei with integer values of A/Z lie along a vertical line perpendicular to

the A/Z axis. It is then straightforward to identify groups of events plotted in Figure 4.32. The

group at the top are unreacted 27F and the 24O reaction fragments lie directly beneath them.

The one dimensional corrected ToF is plotted in Figure 4.33 for the oxygen reaction products.

A region-dependent offset was applied to the corrected ToF parameter from each of the three

separate regions indicated in Figure 4.25 to align the three spectra. This parameter is referred

to as the global corrected ToF.
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Figure 4.28: The top three panels plot the corrected ToFs for the three different regions. For
each region a 1D gate is indicated by the red lines and arrows, and is applied to the CRDC 2
x distributions plotted in the bottom panel. The red, black, and blue points plot the CRDC2 x
distributions for events under the left, middle, and right region gates respectively. These gates
select events where the oxygen reaction products have a long ToF and are detected on the high
rigidity (+x) side of CRDC2.
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Figure 4.29: The top three panels plot the corrected ToFs for the three different regions. For
each region a 1D gate is indicated by the red lines and arrows, and is applied to the CRDC 2
x distributions plotted in the bottom panel. The red, black, and blue points plot the CRDC2 x
distributions for events under the left, middle, and right region gates respectively. The gates shown
here select events with a slightly shorter flight time and CRDC2 x distributions that are shifted to
the left compared to the gates shown in Figure 4.28.
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Figure 4.30: The top three panels plot the corrected ToFs for the three different regions. For
each region a 1D gate is indicated by the red lines and arrows, and is applied to the CRDC 2
x distributions plotted in the bottom panel. The red, black, and blue points plot the CRDC2 x
distributions for events under the left, middle, and blue region gates respectively. The gates applied
to these plots select events with the shortest ToFs for oxygen reaction products. Note that the
CRDC2 x distributions are shifted further to the left than the other two sets of gates.
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Figure 4.31: An illustration of A2 versus A/Z for 10 ≤ A ≤ 30 and Z ≤ A. Each point is a
separate nucleus (some unphysical). The red curves indicate curves of constant Z . Three nuclei
with A/Z = 3 that are in the Sweeper acceptance are highlighted with gray circles.

4.2.4 Two-Neutron Selection

The four-momentum of both neutrons from a 2n decay must be measured in order to correctly

calculate the three-body decay energy. The detector system does not distinguish between one

neutron interacting twice and two neutrons interacting independently. Therefore, identifying events

where MoNA/LISA recorded two interactions (also referred to as hits) in coincidence with an

oxygen fragment does not guarantee that the two hits correspond to the two neutrons from the

decay. When a neutron interacts with the scintillator material, it can transfer any amount of energy

up to its total kinetic energy. Therefore, it is possible that the second hit results from a second
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Figure 4.32: Ion chamber ∆E versus global corrected ToF for all events from the 27F beam that
fall inside one of the region gates shown in Figure 4.25. The red line corresponds to the A/Z = 3
line in Figure 4.31.

detection of a single neutron after it was scattered during its first interaction. For the purposes of

this document, events where a single neutron is detected twice will be referred to as “one-neutron

scattering” events and events where both neutrons are detected will be referred to as “true two-

neutron” events.

4.2.4.1 Causality Cuts

Contributions from one-neutron scattering are reduced by applying “causality cuts.” These analysis

cuts place restrictions on the spatial separation and the first-to-second hit speed which is defined

as the distance between hits divided by the time between hits; see Figure 4.34. This technique

has been used to enhance the two-neutron signal in previous measurements of three-body states

(87; 88; 89; 46; 90; 91; 92; 93; 94). For this analysis the causality cuts were d12 ≥ 25 cm and
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Figure 4.33: One dimensional particle identification for the oxygen reaction products. Events
plotted here are required to fall inside the oxygen reaction product gate shown in Figure 4.24 and
inside one of the “good” CRDC1 gates shown in Figure 4.25. In addition, coincidence with one of
the MoNA/LISA bars is required.

7 ≤ v12 ≤ 30 cm/ns.

4.2.4.2 Decision Forest

A machine learning approach was used as an alternative method for selecting true two-neutron

events using the Toolkit for Multivariate Data Analysis (TMVA) (95) built into the ROOT Data

Analysis Framework (96). This approach is described in Ref. (39) and a brief summary is provided

in this section.

The TMVA toolkit supplies the computational implementation for a number of machine learn-

ing techniques of which the decision forest was found to be the most suitable for classifying events

as either true two-neutron or one-neutron scattering events. A decision tree makes binary cuts on

a number of different parameters in order to classify an event as signal or background. In this

analysis, the parameters are the x, y, z, and t components of the first and second hit vectors as
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Figure 4.34: An illustration of the relevant position vectors calculated in a two-neutron event.
The position vector ~d0 ( ~d1) is from the target to the location of the first (second) interaction in
MoNA/LISA; ~d01 = ~d1 − ~d0.

well as the hit separation distance | ~d01 |, relative speed | ~d01 |/(t1 − t0), opening (θ) and scattering

(α) angles; see Figure 4.34.

A schematic view of a decision tree is shown in Figure 4.35. The process for training/building

a decision tree may be summarized as iteratively dividing the labeled training data into subsets by

finding the parameter and corresponding cut value that maximizes the separation between signal

and background. At each node in Figure 4.35, the training data are divided into two groups based

on which parameter xi best distinguishes signal from background. The process stops once the

training data subsets reach some minimum size (∼5% of the training sample size). The “leaf”
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Figure 4.35: Schematic view of a decision tree. At each node a binary cut is made on one of the
parameters xi,j,k,.... Image source: (95).

nodes at the end of the training process are labeled “signal” or “background” depending on the

class to which the majority of events in each “leaf” subset belong. This process essentially divides

the parameter space into many regions that are classified based on the majority of labeled test

events in the final leaf node. The separation criterion used in this analysis was defined by p(1 − p)

where p = 0.5 for an evenly mixed signal/background sample.

A single decision tree may be unstable with respect to statistical fluctuations in the training

sample (95). To circumvent this instability, multiple trees are built and their classifications are

averaged together to give a dimensionless value −1 ≤ x ≤ 1 for every event. A single cut based on

this “classifier” variable is used to distinguish between true two-neutron and one-neutron scattering

events. A value of 0.03 was chosen to optimize statistics and signal purity in terms of both the

classifier and the causality cuts discussed in Section 4.2.4.1.

Once the decision forest is built and trained the experimental and simulated data sets are pro-
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cessed through the classification algorithm to compute the classifier variable for every event. The

top panel in Figure 4.36 shows the classifier output for a simulated data set that was not used

for training and validation. In simulation the true two-neutron (signal) and one-neutron scattering

(background) events are labeled so the efficacy of the classification can be assessed; the purity of

the simulated true two-neutron signal above the cut (classifier = 0.03, the red line in Figure 4.36)

is 90%.

Building the decision trees requires a training data set with more statistics than are available in

the experimental data. Therefore, simulated data were used to train the decision tree. This method

has the advantage that the training data are easily labeled. However, the crippling disadvantage is

that this reduces the reliability of the decision tree since the construction of the tree is entirely based

on the simulation. Any correlations that are present in the simulation, whether or not they reflect

reality, will be incorporated into the classification routine. Training a decision tree on experimental

data is not without its own drawbacks because there is no way to label true two-neutron and one-

neutron scattering events with 100% certainty. The performance of the decision forest can be

compared to that of the causality cuts. The bottom panel in Figure 4.36 shows the classifier output

in terms of the signal/background determination made by the causality cuts. According to the

causality cuts, the signal purity above the classifier cut is 80%.

The decision forest classification to identify two-neutron events results in slightly higher statis-

tics while the causality cuts are a simple, easy-to-implement solution. Therefore, two versions of

the 26O half-life analysis were carried out; one used the decision forest the other used the causality

cuts to select two-neutron events.

4.3 Fragment Reconstruction

Measurement of a two- or three-body decay energy requires that the four-momentum vector of

the recoiling fragment be known at the decay vertex. Typically this is recovered from measure-

ments of the fragment positions (x, y)(D) and angles (θx , θy)(D) after the Sweeper magnet (see

(97; 78)). These measurements are fed into an ion-optical calculation that includes information
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Figure 4.36: The classifier output is plotted to examine the reliability of the decision forest. In the
top panel, the classifier output distributions for simulated, labeled true two-neutron (blue) and one-
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scattering events. The red line indicates the final cut on the classifier output used in the analysis.
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about the strength and shape of the magnetic field and outputs the angles (θx , θy)(T ) and energy

of the fragment at the exit of the target. This method of reconstruction was not viable for this

experiment because the CRDC1 malfunction (Section 4.1.2.2) corrupted one of the position mea-

surements needed to calculate the dispersive angle after the magnet θ (D)
x . Therefore, the fragment

energy was determined using the measured time-of-flight between the target and thin scintillators:

β =
d
t

γ =
1√

(1 − β2)

E = γm

P = mβγ

(4.4)

where c = 1, d is the path length that the fragment with rest mass m traverses in the measured time

t; β and γ are the velocity and Lorentz factors respectively and E and P are energy and momentum.

The path length between the two timing scintillators is not directly measured and varies event-

by-event because the decay kinematics and position and angular spreads of the incoming beam

result in slightly different trajectories through the magnet. To first order, a trajectory along an inner

arc through the Sweeper and ending on the −x side of CRDC2 will cover a shorter distance than a

larger arc along the outer edge of the magnet and ending on the +x side of CRDC2 (see coordinates

defined in Figure 3.1). Therefore, the measured x position on CRDC2 can provide an estimate of

the path length of the fragment trajectory.

In order to extract a correlation between CRDC2 x and path length, the calibrated time-of-

flight (ToF) measured for unreacted 27F beam fragments between the target and thin scintillators

(see Section 4.1.2.4) was used along with the known beam velocity to estimate path length as a

function of CRDC2 x. Data were recorded where the Sweeper magnetic field was adjusted to place

the unreacted 27F beam at different positions across the charged particle acceptance. The dispersive

effect of the magnetic field introduces a correlation between momentum/velocity and x position for

the unreacted beam; so selecting events near the center of the x distribution corresponds to selecting
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Figure 4.37: The correlation between path length as a function of CRDC2 x is plotted in the upper
right panel. The abscissa for each point is the mean of a Gaussian fit to the CRDC2 x distribution.
The ordinate of each point is the mean of a Gaussian fit to the calibrated ToF distribution multiplied
by the velocity of 27F after the segmented target; the error bars represent the fit error and the
uncertainty in the velocity calculation introduced by the uncertainties in the silicon and beryllium
thicknesses, ±1 µm and ±4 µm respectively. The left and bottom right panels are examples of the
ToF and CRDC2 x spectra, respectively. Red curves plot the Gaussian fits.

events near the center of the momentum distribution. Since the central velocity/momentum of the

27F entering the magnet is known and unchanged by adjustments to the Sweeper magnetic field, the

distance to different x positions can be approximated by multiplying the velocity by the measured

ToF. The upper right panel in Figure 4.37 plots the correlation between CRDC2 x and 27F velocity

× ToF centroid; the other two panels show the CRDC2 x and ToF distributions for one of the data

sets during which the current in the Sweeper magnet was set to 300 A. Data was taken with four

different current settings: 290, 300, 310 and 320 A.

The correlation described above was extracted for the unreacted 27F beam and subsequently

used to estimate the path length event-by-event for oxygen reaction products. The velocity of

oxygen reaction fragments was then calculated event-by-event by dividing the path length by the

calibrated ToF between the target and thin scintillators; see Section 4.1.2.4. The energy and mo-
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Figure 4.38: The left panel plots the simulated distribution of angles θ between the lab-frame
fragment momentum vector and the beam axis. The middle and right panels plot the three-body
decay energies reconstructed from the simulated detector responses where the decay energy avail-
able for every simulated event was 50 keV (middle) and 1 MeV (right). The red curves plot the
decay energies calculated with the fragment angle θ = 0 and the black curves include the angle
information.

mentum magnitude for the fragments was calculated according to eq. 4.4. The momentum vectors

for every fragment were assumed to be aligned with the beam axis. Three-body decay energies

reconstructed under this assumption will, on average, be lower than if the fragment angle is in-

cluded. However, through simulation, this shift was found to be ∼1.5% for 50 keV decay energies

and ∼3.8% for 1 MeV decay energies; see Figure 4.38.

Finally, the kinetic energy of the fragment at the decay vertex is approximated by adding back

an estimate for the energy lost by the fragment as it traveled from the decay vertex to the edge of

the target. After identifying the beryllium segment in which the reaction and decay took place,

see Section 4.1.1.2, an estimate for the energy addback is selected event-by-event, see Table 4.7.

The addback estimate for reaction fragments produced in a beryllium segment is determined by the

energy loss calculated for an 24O fragment produced in the middle of the beryllium segment plus

the energy loss through all subsequent segments. There are seven total segments in the segmented

target, indexing them from zero to six implies that the beryllium targets have indices i = 1, 3, 5, so

the addback estimate for these segments is

dEaddback
i = dE(0.5ti) +

6∑
j=i+1

dE(t j )

where ti, t j are the thicknesses for the ith, j th segmented given in Table 3.1. For example, the Be
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2 addback is calculated as the energy loss through 1868 µm of beryllium, 138 µm of silicon, 3302

µm of beryllium, and 142 µm of silicon.

Target Energy Addback [MeV]
Be 1 785.0
Be 2 488.7
Be 3 177.6

Table 4.7: Energy addback used to reconstruct the energy of the 24O fragments produced from 27F
in one of the 9Be targets.

4.4 Modeling and Simulation

The 26O half-life was extracted by comparing the measured relative speed distribution to sim-

ulated ones that were generated using different values for the half-life. A Monte Carlo simulation

was used to produce simulated data sets that are convoluted with the experimental resolution,

acceptance and efficiency and take into account the beam profile, reaction and decay processes,

energy losses in the segmented target, and the half-life of the neutron-unbound state.

In general, the simulation consists of two parts that (1) model the incoming beam and the

dynamics of the reaction and subsequent neutron decay as well as the energy loss in the target

material and transportation of the charged fragments through the magnet and (2) model the neutron

interactions with the MoNA/LISA detectors using GEANT4 (98; 99; 100). For each simulated

event, a beam trajectory is described by randomly generated (x, θx , y, θy) based on a set of user-

defined Gaussian distributions. The beam energy is randomly selected from a uniform distribution

corresponding to the momentum acceptance of the A1900 fragment separator in the experiment.

Then a random point inside the reaction target is selected as the location for the nucleon removal.

Next, an energy loss is determined by the kinetic energy of the particle and the amount of material

upstream from the reaction point. This energy loss is subtracted from the starting energy to set

the particle’s kinetic energy at the reaction point. Next, the knockout reaction is simulated (see

Section 4.4.3); this is a one-proton removal for the case of 26O. If the half-life, T1/2, is set to

be nonzero, a random value for the survival time, ts, of the unbound system is drawn from an
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exponential distribution characterized by T1/2. Then the unbound nucleus is propagated a distance

d to the decay point determined by its speed and ts; the propagation incorporates the energy loss

based on the nucleus (A, Z ) and the material. The neutron decay is simulated and the kinetic

energy of the daughter fragment and the distance between the decay point and the edge of the target

determines an energy loss value that is subtracted from the kinetic energy of the daughter fragment

to set the kinetic energy after the target. If T1/2 = 0 ps, the neutron decay occurs immediately after

the nucleon removal reaction (i.e. the reaction and decay points are the same). Finally, the energy

loss through the remainder of the segmented target is determined to set the fragment energy and

momentum going into the Sweeper magnet. An ion-optical matrix is used to calculate the fragment

(x, θx , y, θy) after the magnetic field. This transformation determines the (x, y) positions at the

CRDCs. The (x, y) positions are then folded with the detector resolutions which are simulated by

adding a random number drawn from a Gaussian distribution with mean µ = 0 mm and σ = 3

mm.

The four-momentum vectors of the neutrons are passed to GEANT4 where interactions with

MoNA and LISA are modelled. The MENATE_R database (101; 102) supplies cross-sections for

neutron-carbon and neutron-hydrogen interactions. When treating a multi-neutron decay, GEANT4

generates separate lists of interaction location, time and light output for each neutron. Before com-

paring to data, these lists are re-ordered to produce a single list sorted by interaction time.

The charged particle and neutron simulation outputs are combined into a single ROOT file

then processed with the same analysis code used to make spectra from the data. The simulation is

designed such that a single reaction/decay channel in one of the beryllium targets is simulated at

a time. Therefore, three simulations, one for each target, are run for each reaction/decay channel

then combined before comparing to data. Analysis cuts on the experimental data are used to

extract sets of events with a certain combination of beam and reaction fragments (e.g. 27F and 24O

or unreacted 27F). The relevant simulations can then be run and compared to the experimental data

set.
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4.4.1 Incoming Beam Parameters

The incoming beam profile was determined by comparing the (x, y) distributions from the first sil-

icon detector and CRDC2 to the corresponding distributions from the unreacted 27F experimental

data set. The beam energy and uniform energy spread just upstream from the segmented target

were determined to be 105.3 MeV/u and 2.75 MeV/u, respectively, by the settings of the A1900

fragment separator and the thickness of the target scintillator. The (x, y) distributions measured

by the first silicon detector (Si 0) determined the shape of the beam spot and the (θx , θy) param-

eters were tuned to match the simulated CRDC2 (x, y) distributions to the experimental data, see

Figure 4.39.

The discrepancy between data and simulation for the CRDC 2 y distribution (lower right panel

in Figure 4.39) exists because the simulated beam enters the magnetic field offset from y = 0 due to

the constraint that the simulation reproduce the y position distribution measured on the first silicon

detector. The mismatch between simulated and measured CRDC 2 y distributions in Figure 4.39

implies that the offset used in the rough calibration of the silicon y position is incorrect. This

offset can be reduced to bring the simulated and measured CRDC 2 y distributions into agreement.

However, the CRDC 2 y measurement is not used in calculating any physics quantities (e.g. decay

energy or relative speed) so it has no impact on the analysis, therefore an exact match between data

and simulation for this observable is not critical.

4.4.2 Energy Loss in Silicon Detectors

The unreacted 27F data set was also used to validate the simulation of ion energy losses in the

silicon detectors. The silicon energy loss measurements in this data set were made on 27F ions

coming from a beam with a well-known energy profile 105.3±2.75 MeV/u impinging on segments

of silicon and beryllium with thicknesses (measurement uncertainty < 1%), so the energy deposited

by the ions can be easily modeled. The stopping power tables from the SRIM software package

(103; 104) determine the energy loss per unit length dE/dx for ions with mass A and charge Z

traveling in a specific material, in this case either silicon or beryllium. The dE/dx is multiplied by
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Figure 4.39: The (x, y, θx , θy) profile for the simulated beam was set through comparisons to the
experimental distributions plotted from the unreacted 27F data set. The first silicon x, y position
distributions are shown in the top row and the CRDC2 x, y distribution are plotted in the bottom
row. Orange points are data and blue lines are simulation.

the thickness of the material to give the energy deposited by the ion. The resolution of the energy

loss measurement is reproduced using a Gaussian distribution with σ = 0.9 MeV. Figure 4.40

compares the energy loss measured with the silicon detectors to the simulated energy loss.

4.4.3 Reaction Parameters

The 1p-knockout reaction was simulated by removing nucleons from the beam fragment and im-

parting a momentum kick to the resulting system. The component of the momentum kick parallel

to the beam axis was parameterized according to the Goldhaber model (105). The component of
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the kick transverse to the beam axis was parameterized according to the model described in (106).

Both models describe the parallel and transverse momenta distributions as Gaussians defined by

widths σ‖ = 120 MeV/c and σ⊥ = 92 MeV/c respectively. These widths were fixed through

comparing the simulated and experimental CRDC2 x position distributions.

4.4.4 Additional parameters

The area densities of the silicon detectors were specified by the manufacturer, and the area densities

of the beryllium targets were determined from their mechanically measured thicknesses. Table 3.1

summarizes the thicknesses of each component in the segmented target. The matrices for the ion-

optics calculations are generated based on measurements of the Sweeper magnetic field. A library

of field measurements was produced in previous work (78) and a Hall probe inserted in the field
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during the experiment determined the field strength and thus which set of measurements (along

with the mass and charge of the fragment to be analyzed) to use for producing the ion-optical

matrices. The geometric acceptances of the detectors were based on the measured physical sizes

of the devices. Resolutions for MoNA/LISA included Gaussian resolutions for time (σ = 0.18 ns)

and position (σ = 3 cm) measurements along the bar (82). The length of the bars as well as their

discretization in the y and z directions were also incorporated into the simulation.

4.4.5 Cuts

The graphical cuts shown in Figure 4.25 were necessary for a reliable particle identification (e.g.

Figure 4.33). These same cuts were applied to the simulation output in order to replicate any

biases introduced by accepting different regions of the reaction fragment momentum distributions

in a non-uniform manner. The resulting measured and simulated CRDC2 x distributions are plotted

in upper left panel of Figure 4.41.

Cuts on the (x, y) positions of the charged fragments are made to ensure the detector accep-

tances are reproduced. The simulated neutrons are required to have physical flight times, and

the same two-neutron cuts used on the experimental data (Section 4.2.4) are also applied to the

simulation output.

4.4.6 Decay Model

The relative speed vrel ≡ |~vn | − |~v f | is the observable of interest for this experiment, and this

quantity is influenced by the amount of energy available in the decay. A larger decay energy

will produce a broader distribution of vrel while a lower decay energy will produce a narrower

distribution. Furthermore, since fits to the decay energy spectrum will not be used to extract any

information about 26O, a simplified decay model was used to reproduce the experimental spectra.
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Figure 4.41: Fragment and neutron position spectra for 24O events in coincidence with two hits
in MoNA/LISA. Simulated position spectra (blue curves) are overlaid on the corresponding ex-
perimental spectra (black points). The top left and right panels plot the CRDC2 x and y spectra
respectively. The middle left and right panels show the x and y distributions for the first time-
sorted hit in MoNA/LISA. The bottom left and right panels show the x and y distributions for the
second hit in MoNA/LISA.
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4.4.6.1 One neutron decays

The decay energy for the single neutron emission 23O∗ →22 O + n was modeled as a δ-function at

Edecay = 50 keV based on previous measurements of this decay (107; 108; 109). This means that

for every simulated event, the amount of energy shared between the 22O daughter fragment and the

neutron was 50 keV. This energy was partitioned between the two particles according to eq. 2.4.

The center-of-mass momentum vectors are equal and opposite. The orientation of the decay axis,

which is collinear with the momentum vectors, is randomly chosen so that the decay is isotropic

in the center of mass frame. Finally, the neutron and fragment momenta are boosted into the lab

frame.

4.4.6.2 Two neutron decays

Two 26O decay channels were simulated in this work. First, the decay of the 26O ground state

was modeled as a simultaneous emission of two uncorrelated neutrons where the decay energy

distribution was a δ-function at 50 keV. For the purposes of this work, this process will be referred

to as a phase-space decay and it uniformly samples the invariant mass of the fragment-neutron

and neutron-neutron pairs using the TGenPhaseSpace class as it’s implemented in ROOT (110).

Second, the decay of the 26O 1.28 MeV first excited state was modeled as a two neutron sequential

decay through the 750 keV state in 25O. The allowed decay energies for the one-neutron emission

26O∗ →25 O + n were uniformly distributed between 600 and 800 keV and the decay energies

for the second one-neutron emission 25O →24 O + n were uniformly distributed between 50 and

450 keV. This model for the 26O and 25O level structure is clearly unphysical but it serves to fold

any background processes (such as the sequential decay of the 1.28 MeV 26O excited state) into a

single simulation.

4.5 Extracting T1/2

After events corresponding to the 27F(−1p) → 26O → 24O + 2n process were extracted

from the experimental data set, the relative speed vrel was calculated for each of these events
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and the resulting distribution was compared to simulation using an unbinned maximum likelihood

technique. This section describes the reason for using this technique and then the procedure by

which it was implemented.

The survival time of each 26O nucleus is not directly measured, so the half-life cannot be

extracted by fitting an exponential function to a distribution of measured times. Instead the effect

of a ∼1 ps half-life on the neutron-fragment relative speed provides an indirect measurement of

the half-life (see Section 3.10). The problem of extracting a value for the half-life, T1/2, becomes

one of parameter estimation where the true distribution of relative speeds is distorted not only

by detector acceptances and resolutions but also by the kinematics of the decay process. The

underlying probability density function (p.d.f.) can be thought of as the relative speed distribution

produced by modeling the incoming beam, the 1p removal reaction, the 26O→24 O+2n decay and

the detector responses. Model parameters, except for the half-life of the decay, are constrained by

the experimental setup. The decay half-life is determined by finding the value T̂1/2 that maximizes

the log-likelihood, ln L(T1/2), or equivalently, minimizes the negative log-likelihood. The latter

sign convention will be adopted for the remainder of this document.

The p.d.f. from the previous paragraph cannot be described by an analytic function so the log-

likelihood was constructed from a Monte Carlo simulation following the prescription described in

Ref. (111). The procedure is outlined as follows:

1. Generate a simulated data set with a specified value for the half-life (e.g. T1/2 = 1.5 ps)

2. Specify a narrow range ±r in relative speed around each value si from the experimental data

set

3. Calculate the total number of simulated events that fall within the range si ± r for each si

4. Divide the sum from step 3 by the total size of the range, 2r , and the total number of simu-

lated events for normalization
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5. Take the natural logarithm of the quotient from step 4 and sum over all experimental data

points si

This procedure can be summarized by the following equation

ln L =
∑

i
ln

[∑
j 1 if(s̃ j ∈ (si ± r))

2r N

]
where s̃ j are the simulated relative speeds and N is the total number of events in the simulation.

The procedure outlined above can introduce systematic errors from two sources: (1) nonlinear-

ity in the simulated relative speed distribution over the small range and (2) statistical fluctuations

due to the number of events generated in the Monte Carlo simulation. In order to determine an ap-

propriate range, the negative loglikelihood was calculated for two simulated data sets with known

half-lives (T1/2 = 2, 4 ps). These pseudo data sets consisted of 100 simulated events in order to

reproduce the statistics of the experimental data set. The negative LnL curves extracted from the

pseudo data sets are plotted in Figure 4.42. For each data set, four range values were used to carry

out the LnL calculation: r = 0.005 cm/ns, 0.050 cm/ns, 0.100 cm/ns and 0.500 cm/ns. When the

range value is too large (r = 0.5 cm/ns, gray crosses), sensitivity to the half-life is reduced. When

the value for r is too small (r = 0.005 cm/ns, black dots), the sum in Step 3 becomes sensitive

to statistical fluctuations in the number of simulated data points. In principle, the range could be

made vanishingly small in the limit of an infinitely large number of simulated events, however,

this would not change the extracted half-life or the statistical uncertainty. Therefore, a value of

r = 0.100 cm/ns was chosen since it resulted in extracting the expected T1/2 for both pseudo data

sets while utilizing a reasonable simulated data set size. Each point in the negative LnL curves

corresponds to a simulated data set containing six million events.
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Figure 4.42: Negative LnL curves extracted from a pseudo data set with T1/2 = 2 ps (left) and a
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CHAPTER 5

RESULTS AND DISCUSSION

In this chapter, the results of the lifetime measurement are presented followed by a discussion

about the performance of the segmented target. The performance is evaluated through comparing

two versions of the analysis: (1) where the addback for the fragment kinetic energy is estimated

assuming a single thick beryllium target and (2) where the procedure discussed in Section 4.1.1.2

is used to make an event-by-event identification of the beryllium segment in which the 26O was

produced.

5.1 Half-life Measurement

The signature of a measurable (T1/2 ∼ 1 ps) half-life is a shift in the relative speed distribution.

Details of this technique are presented in Section 3.10. To briefly summarize, if the decay of 26O

does not occur instantaneously, then the nucleus will slow down as it travels through the target

material. As a result, the neutrons are emitted with a slower speed than if the decay happens

instantaneously. This shifts the centroid of the relative speed distribution below zero.
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panel shows the negative loglikelihood as a function of half-life. The red line indicates the upper
limit of 1.7 ps corresponding to a 95% confidence level.
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5.1.1 Results

For consistency with the previous analysis (1) an unbinned maximum likelihood (LnL) technique

(111) was used to extract the statistical uncertainties, see Section 4.5. The systematic uncertainty

was determined by examining the decay of the 23O first unbound excited state: 23O∗ → 22O+n, re-

ported in Ref. (107). In the current experiment, this decay was measured at the same time and with

an identical setup to the 26O measurement: segmented target, magnet setting, MoNA configura-

tion, Sweeper detector settings and calibrations. Since the 23O∗ decay has a half-life T1/2 . 10−20

s, it provides a means to quantify the systematic uncertainty associated with extracting a lifetime

from a shift in the relative speed distribution. The distribution of relative speeds between 22O frag-

ments and the first neutron detected in MoNA/LISA is plotted in the left panel of Figure 5.1. In

addition to the required fragment-neutron coincidence, the light deposited is required to be greater

than 1 MeVee and the two-body decay energy is restricted to be less than 300 keV in order to sup-

press background events. The upper limit on the 23O∗ half-life was found to be 1.7 ps with a 95%

confidence level, see Figure 5.1. This value represents the systematic uncertainty associated with

extracting a half-life from the relative speed distribution measured with the experimental setup

described in Chapter 3.

Turning to the 26O half-life measurement, the relative speeds for 24O fragments and first neu-

tron hits are plotted in the left panels of Figure 5.2. The top left panel shows the distribution

of relative speeds between 24O and the first neutron hit for events where MoNA/LISA registered

at least two hits, both of which deposit at least 1 MeVee of light. The three-body decay energy

is required to be less than 300 keV in order to suppress background events. Causality cuts, see

Section 4.2.4.1, were applied to suppress events where the two hits resulted from two separate

detections of the same neutron. The spatial separation between two hits was required to be greater

than 25 cm and the velocity difference, |~v01 | = |~v1−~v0 | was required to be between 7 cm/ns and 30

cm/ns. In the bottom left panel, the relative speed distribution is plotted but the three-body decay

energy gate is relaxed to 350 keV and the decision forest classifier is used to select true 2n events,

see Section 4.2.4.2, instead of the causality cuts. The right panels in Figure 5.2 plot the negative
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Figure 5.2: The relative speed distributions and LnL curves for two sets of analysis gates used to
isolate events corresponding to the 26O→24 O+2n decay. The top row shows the results for events
extracted using the causality cuts and the bottom row shows the results using the decision forest.
In the relative speed plots, the black points represent data and the curves are from simulations with
T1/2 = 0 ps, 4 ps, and 8 ps. The vertical red lines on top of the LnL curves denote the 1σ statistical
uncertainties.
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curve from the current analysis using the causality cuts.

loglikelihoods for the half-lives extracted from the data under these two sets of gates. Using the

causality cuts, T1/2 = 5.0+1.7
−2.2 (1σ statistical) ±1.7 (systematic) ps. Using the decision forest 2n

cuts T1/2 = 5.0+2.0
−1.6 (stat) ±1.7 (syst) ps.

The currently adopted value of 4.5+3.2
−3.4 ps (112) for the half-life of the 26O ground state comes

from the measurement reported in Ref. (1). The +3.2 ps and −3.4 ps uncertainties come from

adding the statistical and systematic errors from Ref. (1) in quadrature. Applying the same proce-

dure to the results stated at the end of the last paragraph gives T1/2 = 5.0+2.4
−2.8 ps for the causality

cuts analysis. The upper (lower) error bar is reduced by 0.8 ps (0.6 ps) compared to the currently

adopted value. Figure 5.3 illustrates the reduction in the upper and lower limits for the analysis us-

ing the causality cuts since this is the same method that was used in Ref. (1) to select two-neutron

events. For the decision forest analysis, T1/2 = 5.0+2.6
−2.3 ps, and the upper (lower) error bar is

reduced by 0.6 ps (1.1 ps).

Focusing on the decision forest scenario because it has slightly higher statistics, 98 counts
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compared to 80 counts, one can conclude that 26O has a non-zero half-life with a 95% confidence

level. This is determined by finding the 95% confidence interval to be 1.9 ps < T1/2 < 9.9 ps.

When the lower error bar at 1.9 ps is combined with the 1.7 ps systematic error bar, the resulting

lower limit T1/2 = 0.2 ps excludes zero. In a similar fashion, the result from the causality cuts

suggests a non-zero lifetime at a 90% confidence level, where the corresponding interval is 1.9

ps < T1/2 < 8.1 ps so the lower 1.6σ error bar is located at 1.9 ps. These results confirm the

observation of 2n radioactivity from the ground state of 26O, first reported in Ref. (1). Ultimately,

a higher confidence level, e.g. >5σ (113; 114), is needed to establish a definitive observation of

a new form of radioactivity. Analysis is currently underway to extract the 26O half-life from a

measurement carried out at the RIKEN Nishina Center’s Radioactive Isotope Beam Factory.

5.1.2 Implications

The experimental constraints shown in Figure 2.2 have been adjusted to reflect the T1/2 > 0.2 ps

result from this analysis and the updated plot is shown in Figure 5.4. The measurement from

RIKEN establishes the 26O decay energy Edecay = 18± 7 keV (48) as indicated by the red vertical

lines in Figure 5.4. The figure also shows that only one of the calculations from Ref. (58) is

consistent with both the half-life and decay energy measurements. The red dotted line corresponds

to calculations where the n − n potential has been reduced by a factor of four. Setting this n − n

interaction to zero, see the blue dashed line in Figure 5.4, over-predicts the half-life. Calculations

with the full potential, see the purple short-dashed line in Figure 5.4, predict a T1/2 that is shorter

than the value reported here.

5.2 Segmented Target Evaluation

As discussed in Section 2.4, the uncertainty introduced by the unknown reaction/decay position

is a key component that directly influences the decay energy resolution. The analysis procedure

(2) from above results in an improved decay energy resolution compared to procedure (1) because

it enables a better estimate of the energy addback. This resolution improvement is demonstrated
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Figure 5.4: Decay width/half-life as a function of decay energy for 2n emission from 26O. The
gray line assumes a pure orbital [d2] configuration coupled to the total angular momentum L = 0.
The solid black curve shows the results when no final state interaction (FSI) and an infinite 24O
mass is simulated. The blue dashed line plots the results when no FSI and the correct 24O mass is
simulated. The red dotted line shows the calculation results when the n − n FSI is scaled by 0.25,
and the purple short-dashed curve includes the full n−n FSI. The vertical red lines roughly indicate
the experimental results from (48), and the green shaded area indicates half-life limits obtained in
this work. Image adapted from (58).

through the simulation and data analysis of the 26O half-life measurement.

5.2.1 Target Thickness - Simulation

To illustrate the effect that the target thickness has on the decay energy resolution, the reaction

27F(−1p) →26 O→ 24O + 2n was simulated using the software package described in Section 4.4.

The simulation output has the same format as the calibrated data, so it is processed through the

same decay energy calculation that is used for the experimental data. The resulting spectrum has

the detector acceptances, efficiencies and resolutions folded in so it is directly comparable to the

experimental data.

The right panel in Figure 5.5 compares two decay energy spectra reconstructed from simula-

tions of (1) a single thick (11.1 mm) beryllium target (gray line) and (2) a segmented target (red
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Figure 5.5: Results from a simulation run with a single 11.1 mm target (gray curves) and with
a segmented target (red curves). The 11.1 mm target is the sum of the thicknesses of the three
beryllium targets used in the segmented target. For the segmented target simulation, the detector
and target thicknesses in the simulation are the same as those listed in Table 3.1. The left panel
plots the difference in speed |~vn | − |~v f | between the first detected neutron and the charged fragment
and the right panel plots the three body decay energy reconstructed from the simulation. Deviation
from the 50 keV input decay energy is due to the energy addback. Neutron resolutions are turned
off.

line) consisting of three separate pieces of beryllium 4.1 mm, 3.7 mm and 3.3 mm thick. The

input decay energy for every event in both simulations is 50 keV. For both the red and the gray

lines, the reconstructed decay energies are broadened relative to the input distribution because of

the uncertainty in the reaction/decay location within the target. Resolution effects for the neutron

measurements are turned off.

The left panel in Figure 5.5 compares the neutron-fragment relative speed distributions for the

thick (gray curve) and segmented (red curve) target simulations. The relative speed is calculated

as |~vn | − |~v f | where v f = v0 + vaddback and vaddback ∝
√

Eaddback represents the adjustment

(due to the kinetic energy addback) to the measured velocity v0. For the low decay energy case

simulated here, the lab frame neutron and fragment velocities are similar to the beam velocity at

the decay vertex. After the decay the fragment travels through the remainder of the target material

and loses energy. The energy addback serves to account for this loss and recover the kinetic energy

at the vertex. Since the average reaction/decay position is the center of the target, the energy

addback is estimated as the energy lost by a fragment produced at the center of the target. The
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deviation from zero of the relative speed distribution’s centroid quantifies how well this estimate

reproduces the event-by-event actual energy loss. The width of the relative speed distribution is

related to the thickness of the target and the decay energy of the unbound resonance. At fixed

decay energy, a thicker target implies a larger spread of reaction/decay points around the target

center which translates to a larger spread of actual energy losses around the chosen addback value.

This introduces a spread in the relative speed proportional to the target thickness as illustrated by

the difference between the gray and red curves in the left panel of Figure 5.5.

5.2.2 Improved decay energy resolution

Figure 5.6 shows the relative speed and three-body decay-energy spectra reconstructed from data

(points) and simulation (curves). In the top row of Figure 5.6, the reconstruction used energy loss

information from the silicon detectors to identify event-by-event the segment in which the proton

knockout occurred. Based on this identification the appropriate energy addback (see Table 4.7) was

then used to reconstruct the fragment momentum. In the bottom row of Figure 5.6, the addback to

the center of the middle beryllium segment was used in the reconstruction for all events. Just as in

the simulated case (Figure 5.5) there is a substantial improvement in the decay energy resolution

of the segmented target spectrum compared to the single thick target reconstruction.

As mentioned above, the spread of the relative speed distribution is related to the target thick-

ness and to the decay energy which is partitioned among the fragment and neutrons. When more

energy is available in the decay the difference between the momenta of the daughter products will

be larger. This is why the upper and lower tails (e.g. the upper left panel in Figure 5.6) of the

relative speed distribution correspond to higher decay energies (see also Eq. 3.3). For low decay

energies, like the 26O ground state, a large mismatch between the actual fragment energy loss and

the estimated value results in artificially high decay energies; note the much larger tail on the low

energy peak in the bottom right panel compared to the upper right panel in Figure 5.6.
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Figure 5.6: Measured relative speed and three body decay energy spectra for 27F(−1p) →26 O→
24O + 2n are drawn as black triangles and black circles, respectively. The solid curves are spectra
reconstructed from simulation. Two different decay channels were simulated (see inset of top right
panel): (1) direct population of the 26O ground state followed by two-neutron emission (red solid
line) and (2) population of the 26O first excited state followed by a sequential neutron emission
through the 25O ground state (green dashed line). In the top row, the energy addback is chosen
event-by-event based on which beryllium segment was identified as the reaction target using the
method described in Section 4.1.1.2. In the bottom row, the addback for the middle beryllium
segment is applied to all events.

5.2.3 Resolution Improvements and the Half-life Measurement

Figure 5.7 plots the relative speed distributions and the negative loglikelihood (LnL) curves ex-

tracted using the target identification to inform the energy addback (top panels) and assuming a

single thick target (bottom panels). The comparison in Figure 5.7 shows that the relative speed

distribution for a single thick target would not have provided a sensitive measure of the half-life.

In cases where one needs to discriminate between two decay channels like the ones shown in

Figure 5.6, the improved resolution offered by the segmented target allows for a cleaner gate on the

three body decay energy which provides better statistics for studies of a single unbound resonance.
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Figure 5.7: The top left plot shows the relative speed reconstructed using the target identification
(Section 4.1.1.2) to inform the energy addback. The black points are data and the curves represent
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segmented (top) and single thick (bottom) target reconstructions.
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The half-life measurement requires selecting events where the decay of the 26O ground state was

observed. Events where the decay of the 2+ state was observed represent background because this

state is not expected to be long-lived. Event-by-event discrimination between these two types of

events is enhanced by the improved decay energy resolution provide by the segmented target.
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CHAPTER 6

SUMMARY AND CONCLUSIONS

6.1 Half-life measurement

In summary, the lifetime of the 26O ground state was extracted using two different approaches

for suppressing false 2n (background) events. Both results are consistent within the 1σ statistical

errors. The systematic uncertainty was determined by extracting an upper limit for the half-life

of the first unbound excited state in 23O. The results of the half-life measurement are consistent

with those of Ref. (1) and suggest a half-life for the 26O 2n decay on the order of picoseconds

which meets the criteria for radioactivity. A lower limit T1/2 > 0.2 ps was determined at a 95%

confidence level. This result together with the decay energy measurement from Ref. (48) constrains

the strength of the n − n final state interaction used in the calculations from Ref. (58).

A logical extension of this work is to consider whether 2n radioactivity is unique to 26O or if

other nuclei might exhibit this exotic decay mode. A purely qualitative discussion of this question

can be based around the three criteria listed in Section 2.2.3. Naively, one could expect that the

valence neutrons in certain heavier systems could occupy orbitals with higher angular momenta

thus increasing the potential barrier and subsequently the half-life for two-neutron emission. How-

ever, the increasing nuclear level density near the neutron threshold for heavier systems (115; 116)

must be taken into account. This trend corresponds to a decrease in the likelihood to have no in-

termediate states in the two-neutron emission process (see Figure 2.1), and this conflicts with the

requirement stated in item (1) from the list in Section 2.2.3. A balance between these two general

trends could allow for 2n radioactivity from a handfull of nuclei heavier than 26O.

Furthermore, the development of theoretical frameworks like the Gamow shell model (117;

118; 119) has highlighted the importance of incorporating scattering and decay channels into shell

model calculations. An interesting conjecture based on these theoretical developments holds that

coupling to cluster decay channels (e.g. 2n emission) imprints cluster correlations on the shell

124



model wavefunctions (120; 121). From this perspective, the organization of nucleons into clus-

ters inside the nucleus is viewed as a near-threshold phenomenon and not as a consequence of

properties of the Hamiltonian or some symmetry of the nuclear many-body problem. This in-

terpretation suggests that certain systems near the 2n emission threshold could have energy level

schemes that meet the simultaneous (cluster) emission requirement (see Figure 2.1 and item (1)

from Section 2.2.3), thus enhancing the possibility to find more cases of 2n radioactivity.

6.2 Segmented Target

A new device was developed for use in invariant mass spectroscopy of neutron unbound states

at the NSCL. It currently consists of three beryllium targets interleaved between four silicon de-

tectors. The energy loss measured in each silicon allows the reaction that produces the unbound

state to be localized to a particular beryllium segment. This improves the accuracy of the energy

addback used to reconstruct the fragment momentum. The result is a thicker reaction target for

improved reaction yield without sacrificing decay energy resolution.

In order to evaluate the performance of the segmented target, two versions of the analysis were

conducted: (1) a single target equal in thickness to the sum of the three beryllium segments was

assumed when calculating the energy addback and (2) the dE measurements were used to identify

the target segment containing the reaction and the addback for that particular segment was applied.

Method (2) results in a better reconstruction of the fragment momentum. Consequently, the relative

speed and decay energy resolutions were much improved in method (2) compared to method (1).

The increased reaction yield was critical in light of the CRDC 1 electronics board failure dis-

cussed in Section 4.1.2.2. This malfunction reduced the efficiency of the charged particle position

measurement by a factor of two. Based on simulations with twice the statistics, the total width of

the 1σ confidence interval could be reduced by approximately 20% relative to its 1.7 + 2.2 = 3.9

ps (2.0 + 1.6 = 3.6 ps for the decision forest analysis) width reported in the previous chapter.
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